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Abstrak  

Perkembangan malware yang semakin canggih telah menjadi ancaman serius bagi keamanan siber global, 

mengakibatkan kerugian finansial yang signifikan. Metode deteksi tradisional seperti deteksi berbasis tanda tangan 

dan analisis dinamis memiliki keterbatasan dalam mendeteksi varian malware baru. Sebagai solusi inovatif, 

analisis malware berbasis gambar mengubah file biner malware menjadi representasi gambar, memanfaatkan 

pemrosesan citra digital dan pembelajaran mesin untuk identifikasi yang lebih efisien. Penelitian ini menggunakan 

arsitektur Vision Transformer (ViT) untuk klasifikasi malware multikelas berbasis gambar, menawarkan 

pendekatan yang lebih efektif dibandingkan CNN tradisional seperti EfficientNet dan VGG16. ViT muncul 

sebagai pendekatan baru yang menarik karena fleksibilitasnya dalam memahami hubungan objek dalam gambar 

dan mendeteksi pola penting. Dengan kemampuannya mempelajari hubungan jangka panjang antar data, ViT dapat 

mendeteksi perbedaan halus antara berbagai jenis malware dan mencapai akurasi lebih tinggi. Dataset yang 

digunakan adalah Malimg, yang merupakan hasil konversi malware biner menjadi format gambar. Hasil penelitian 

menunjukkan Vision Transformers mencapai akurasi pelatihan 99.96%, validasi 98.05%, dan pengujian 97.49%, 

meningkatkan akurasi dibandingkan CNN. Keberhasilan ini menunjukkan kemajuan signifikan dalam akurasi 

deteksi, mengindikasikan arah menjanjikan untuk penelitian dan aplikasi keamanan siber di masa depan. Studi ini 

menekankan pentingnya teknik pembelajaran mesin yang canggih untuk meningkatkan deteksi malware. 

Kata kunci: Vision Transformers, Klasifikasi Malware, Deep learning 

Image-Based Malware Multiclass Classification Using Vision Transformer Architecture 

Abstract 

The advancement of increasingly sophisticated malware has become a serious threat to global cybersecurity, 

resulting in significant financial losses. Traditional detection methods such as signature-based detection and 

dynamic analysis have limitations in detecting new malware variants. As an innovative solution, image-based 

malware analysis transforms malware binary files into image representations, leveraging digital image processing 

and machine learning for more efficient identification. This research utilizes the Vision Transformer (ViT) 

architecture for image-based multi-class malware classification, offering a more effective approach compared to 

traditional CNNs like EfficientNet and VGG16. ViT emerges as an intriguing new approach due to its flexibility 

in understanding object relationships in images and detecting important patterns. With its ability to learn long-

term relationships between data, ViT can detect subtle differences between various types of malware and achieve 

higher accuracy. The dataset used is Malimg, which is the result of converting binary malware into image format. 

The study's results show that Vision Transformers achieve a training accuracy of 99.96%, validation accuracy of 

98.05%, and testing accuracy of 97.49%, improving accuracy compared to CNNs. This success indicates 

significant progress in detection accuracy, suggesting a promising direction for future research and cybersecurity 

applications. This study emphasizes the importance of advanced machine learning techniques to enhance malware 

detection.   

Keywords: Vision Transformers, Malware Classification, Deep learning

 

1. INTRODUCTION 

In recent years, the evolution of malware has 

become a serious threat to global cybersecurity 

(Aboaoja et al. 2022). Malware continues to evolve 

with increasingly with sophisticated techniques, 

make traditional detection and classification methods 

less effective (Aslan and Yilmaz 2021). Ransomware, 

trojans, worms, and spyware attacks are causing 

significant financial losses and disruptions for both 

individuals and large organizations (Beaman, 

Barkworth, and David 2020) (Singh Bhadouria 

2022). The proliferation of malware across the 
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internet and its infection of communication devices 

has become a severe issue in cybersecurity. In 2020, 

about 360,000 new malware files were detected each 

day, with the number growing by 5.2% daily. This 

highlights the need for better ways to identify and 

classify malware(Awan et al. 2021). 

Traditional methods in malware analysis, such as 

signature-based detection and dynamic analysis, have 

several limitations. Signature-based detection relies 

on a database of known patterns, making it ineffective 

against new or modified malware variants and depend 

on Database (Odii, Hampo, and Onwuama 2019) 

(Basak et al. 2024). Dynamic analysis, which 

involves running the malware in a controlled 

environment, is time-consuming and risky if not done 

properly. These methods struggle to keep up with the 

increasing amount of malware (Sihwail, Omar, and 

Ariffin 2018). 

One innovative solution to address these 

limitations is image-based malware analysis. This 

technique converts malware binary files into image 

representations, where byte patterns are extracted as 

pixels (Nataraj et al. 2011). This approach leverages 

the advantages of digital image processing and 

machine learning to identify malware characteristics 

without executing potentially harmful code, making 

it safer and more efficient (Le et al. 2018). 

Deep learning, a part of machine learning, has 

been successful in areas like computer vision and 

image classification. Convolutional Neural Networks 

(CNNs) are often used for this because they can 

automatically find important features in images. 

However, CNNs struggle to see relationships between 

distant parts of an image, which can be important for 

identifying complex malware patterns (Alam et al. 

2021) (He and Kim 2019). 

Conventional approaches that rely on signature 

and heuristic methods to detect malicious software 

are not effective enough in identifying new or 

unknown malware. This indicates that Machine 

Learning (ML) methods could be a solution to this 

problem. More advanced Deep Learning methods, 

combined with transfer learning techniques, have 

been used to enhance resilience and accuracy in 

detecting malware without requiring deep security 

knowledge (Alshomrani et al. 2024). 

In related research, (Yadav et al. 2022) proposed 

a two-stage Deep Learning framework for detecting 

and classifying DEX file images, utilizing the 

EfficientNetB0 model to extract relevant features 

from malware images. This method achieved 

impressive results, with 100% accuracy in binary 

classification and 92.9% accuracy in five-class 

classification. Additionally, (Khan et al. 2023) 

introduced a malware detection framework called 

Deep Squeezed-Boosted and Ensemble Learning 

(DSBEL). This framework combines CNN with 

multi-path dilated convolution operations to capture 

malicious patterns globally, achieving an accuracy of 

98.50% on the image IOT_Malware dataset. 

Researcher (Asam et al. 2022)  introduced a CNN-

based architecture called the IoT Malware Detection 

Architecture (iMDA). This architecture is designed 

for effective detection using various feature learning 

schemes, achieving an accuracy of 97.93% on the IoT 

dataset. 

In this study by Rezende et al. [29], they 

developed a neural network architecture utilizing 

transfer learning with ResNet-50. They used RGB 

images sized 224 × 224 and applied the Glorot 

uniform approach for weight initialization, along with 

the Adam optimizer, training the model for 750 

epochs and achieving a final accuracy of 98.62%. 

Additionally, they implemented GIST features with 

kNN, which resulted in an accuracy of 97.48%. 

Group researchers, (Khan, Zhang, and Kumar 

2019) conducted a comprehensive analysis on the use 

of transfer learning for malware classification using 

ResNet and GoogleNet. They set up their data 

pipeline and identified the best model. The model 

accuracies achieved by ResNet 18, 34, 50, 101, and 

152 were 83%, 86.51%, 86.62%, 85.94%, and 

87.98%, respectively. 

ViT is a good algorithm for performing 

multiclass classification for irregular images and has 

similarities, for example in the following study which 

performed Multi-Class Classification on X-Ray 

images (Hadhoud et al. 2024). This suggests that ViT 

can effectively perform multiclass classification on 

image-based malware. Additionally, ViT has 

emerged as an exciting new approach due to its 

attention mechanism, which provides flexibility in 

understanding relationships between objects within 

images and detecting important patterns. With its 

ability to handle irregular images and learn long-

range relationships in the data, ViT can identify subtle 

differences between various types and subtypes of 

mage-based malware, leading to higher classification 

accuracy (Katar and Yıldırım 2024).  

ViT can significantly enhance the model's 

accuracy compared to traditional CNNs. This 

improvement is primarily driven by the ability of the 

self-attention mechanism in ViT to capture long-

range spatial dependencies and global context across 

an entire image, a capability often limited in CNN 

architectures that focus on local features. This 

capability directly challenges the reliance of CNNs on 

a strong inductive bias for locality. While this bias 

makes CNNs highly efficient on smaller datasets, it 

can also be a constraint. In contrast, ViT, with its 

weaker bias, has the flexibility to learn unexpected 

patterns directly from the data, provided that a 

massive amount of training data is available to guide 

it 

2. MATERIAL AND METHODS 

The flowchart illustrates a structured process for 

research or project development, delineating a 

sequence of steps from initiation to conclusion. 

Figure 1 is a flow for the research method.  
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Figure 1. Research Method 

In our study, we use the "Malimg" dataset, which 

includes a wide variety of malware images. We divide 

this dataset into three parts: 80% training, 10% 

testing, and 10% validation, to support thorough 

model development and assessment. We train the 

model using the Vision Transformer (ViT), which is 

excellent at identifying long-range patterns, making it 

ideal for classifying malware. After training, we 

carefully evaluate the model with the testing dataset 

to check its accuracy and how well it can handle 

different types of malware. Finally, we perform 

environmental testing to confirm the model's 

effectiveness with validation data, ensuring it works 

well in real-world situations. 

2.1.  Schematic diagram of the proposed method  

This paper introduces a ViT model for classifying 

malware images. Rather than using the full images 

directly, the model divides them into patches and  

converts them into vectors. This method enhances 

speed and efficiency by allowing the model to process 

smaller image segments. A schematic diagram of this 

proposed method for malware image classification is 

shown in Figure 2. 

 
 

Figure 2. Schematic diagram of proposed method 

The success of deep learning models largely 

depends on the quality, diversity, and size of the 

dataset used. A well-curated and comprehensive 

dataset of malware images is essential for the ViT 

model to learn meaningful patterns and features that 

differentiate various types of malware. By leveraging 

a large and varied dataset, the ViT model can 

effectively extract important patterns and structures 

from input images. The model's capability to split 

images into smaller patches and convert them into 

vectors allows it to utilize spatial relationships in the 

dataset. This approach captures detailed features 

within each patch, enabling accurate and efficient 

classification. Additionally, a diverse dataset 

enhances the ViT model’s ability to generalize. 

Exposure to a wide range of malware samples with 

different characteristics helps the model adapt to new 

and real-world scenarios, thereby increasing the 

robustness and reliability of the proposed malware 

image classification method. 

2.2.  Dataset 

The Malimg dataset is a prominent collection 

used in cybersecurity research, consisting of 

grayscale images derived from malware binaries. 

Each image represents a specific malware type, 

providing a diverse range of categories for 

comprehensive analysis. Malimg Have 9458 images 

with 25 class, the dataset offers a substantial amount 

of data for training and testing machine learning 

models. By converting malware binaries into visual 

formats, it allows researchers to apply image 

processing techniques to identify patterns and 

enhance malware classification. The dataset is 

instrumental in developing and evaluating 

algorithms, helping address cybersecurity challenges 

by exploring visual patterns for effective malware 

detection (Nataraj et al. 2011). Figure 3 shows 4 

examples from the total of 25 classes in the Malimg 

dataset. 
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Figure 3. Malimg Dataset (Nataraj et al. 2011) 

2.3.  Vit Model 

The significant impact of transformer networks on 

natural language processing is well-recognized. 

Building on the success of the original transformer 

architecture, (Dosovitskiy et al. 2021) introduced the 

ViT model, specifically designed for image 

processing. The ViT model features self-attention 

blocks and MLP networks, using linear projection 

and positional embedding to handle input images 

effectively. The ViT architecture divides input 

images into fixed-size, non-overlapping patches. 

These patches are then flattened, and a spatial 

embedding is applied using linear projection to retain 

the spatial information of the original image. The 

resulting vector is processed through a series of N 

transformer encoder blocks. The structure of these 

encoder blocks, used for feature extraction in the ViT 

model, is detailed in Figure 4. 

 

 
Figure 4. ViT Detail Architecture (Katar and Yıldırım 2024) 

To effectively classify malware images, the ViT 

model is designed with a set of carefully chosen 

parameters. These parameters ensure the model's 

ability to process and analyze the data efficiently 

while maintaining high accuracy. Table 1 outlines the 

parameters used for the ViT model designed for 

malware image classification 

 

 

 

 

Table  1. Environment Setup 

No Parameter Value 

1 image_size 256 

2 patch_size 32 

3 num_classes 25 

4 dim 1024 

5 depth 6 

6 heads 16 

7 mlp_dim 2048 

8 dropout 0.1 

9 emb_dropout 0.1 

10 epoch 10 

 

. The input image size is set to 256x256 pixels, 

enabling uniform processing. Each image is divided 

into 32x32 pixel patches, creating 64 patches per 

image for detailed analysis. The model categorizes 

images into 25 output classes, representing various 

malware types. Each patch is transformed into a 

1024-dimensional embedding after linear projection, 

capturing rich information for further processing. 

With 6 Transformer Encoder layers, each containing 

Multi-Head Attention and MLP, the model captures 

complex patterns effectively using 16 attention heads. 

The MLP block's hidden layer size is 2048, 

supporting robust computation. To enhance 

generalization, a dropout rate of 0.1 is applied within 

the Transformer layers, along with an embedding 

dropout rate of 0.1 before the Transformer Encoder. 

These parameters collectively contribute to the 

model's efficiency and reliability in classifying 

malware images.  

2.4.  Environment Setup 

In this stage, we focus on setting up the 

development environment necessary for the research. 

This includes the hardware, software, and tools 

required. Ensuring that all technical components are 

ready is crucial for supporting model development 

and testing. By having everything well-integrated, the 

process of developing and evaluating the model can 

be carried out efficiently and effectively. 

 
Table 2. Environment Setup 

No Name Version 

1 Operating System 
Windows 11 

Ubuntu 22 

2 Language Python 3 

3 Tools Google Colab 

4 Library 

Os 

Numpy 

matplotlib.pyplot 

Seaborn 

PIL 

Torch 

ViT_pytorch 

Tqdm 

 

These libraries collectively support data 

processing, visualizatio 
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2.5.  Testing dan Performance Evaluation  

The model evaluation is conducted to determine 

how effectively the model can perform detection. 

This evaluation process involves measuring detection 

errors using various methods, including the 

Classification Report and Confusion Matrix, to test 

the classification performance of the developed 

algorithm (Firdaus and Rianti 2023). Calculating 

accuracy, precision, recall, and F1-Score is a crucial 

step in assessing the algorithm's performance to 

determine the model's accuracy level. The results of 

these calculations are presented in Figure 5. 

 

 
Figure 5. Confussion Matrix (Firdaus and Rianti 2023) 

True Positive (TP) refers to predictions that are 

correctly identified as positive, where both the 

predicted and actual values are positive. True 

Negative (TN) refers to predictions that are correctly 

identified as negative, where both the predicted and 

actual values are negative. False Positive (FP) occurs 

when the prediction is positive, but the actual value is 

negative. False Negative (FN) is when the prediction 

is negative, but the actual value is positive (Firdaus, 

Munadi, and Purwanto 2020). The formulas for 

classification evaluation can be found in Equations 

(1), (2), (3), and (4) below. 

 

          Akurasi =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                (1) 

 

                                Presisi =
𝑇𝑃

𝑇𝑃+𝐹𝑃
         (2) 

 

                                 Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                      (3) 

 

                       𝐹1-Score =
2×(Presisi×Recall)

Presisi+Recall
             (4) 

 

3. RESULT AND DISCUSSION 

The ViT model was trained in the Google Colab 

environment utilizing samples from the Malimg 

dataset. By employing optimized ViT weights as the 

initial parameters instead of random weights, the 

model was able to achieve high accuracy rates in a 

relatively short duration. The early stopping function 

determined that the validation accuracy of 98.04%, 

reached during the 7 th epoch, would serve as the 

stopping criterion, as there was no further 

improvement in the following twenty epochs. The 

weights obtained during this process were preserved 

for application in the test phase. Additionally, the 

performance curves of the ViT model throughout the 

training and validation phases are illustrated in Figure 

6 

 

 
 

Figure 6. Comparison of Training and Validation Accuracy 

Figure 7 shows the comparison of training and 

validation loss over 10 epochs. The training loss 

decreases sharply from the first to the second epoch, 

indicating rapid initial learning, and continues to 

decline, suggesting good fitting to the training data. 

The validation loss initially increases slightly around 

the second epoch, indicating potential early 

overfitting, but then stabilizes and gradually 

decreases, showing improved generalization to 

unseen data. Both losses decrease and stabilize, 

indicating effective learning with minimal 

overfitting, as evidenced by the small gap between the 

two losses. 

 

 
Figure 7. Comparison of Training and Validation Loss 
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Hasil dari Training dan testing model dievaluasi 

menggunakan confusin matrix yang bisa dilihat pada 

Figure. 8 

 
Figure 8. Confusion Matrix Malware Classification 

The confusion matrix provides a detailed 

overview of the model's performance across different 

classes. Each row represents the actual class, while 

each column represents the predicted class. The 

diagonal elements indicate correct predictions for 

each class. For instance, the model accurately 

predicted 296 instances of the "Allaple.A" class and 

160 instances of the "Allaple.L" class. Off-diagonal 

elements represent misclassifications. For example, 

the model predicted "Allaple.L" instead of 

"Allaple.A" in 0 instances. The matrix highlights 

strong performance for most classes, with high true 

positive rates and minimal confusion between 

different classes. This indicates effective 

classification with few errors, as shown by the 

concentrated values along the diagonal. 

The confusion matrix indicates that the model 

performs well in classifying most classes with high 

accuracy. Most predictions fall on the diagonal 

elements, reflecting a low error rate. There are few 

misclassifications, meaning the model can effectively 

distinguish between classes. However, a few classes 

might need additional attention to further reduce 

errors. Overall, the model demonstrates strong and 

reliable detection capabilities for the task. 

Based on the accuracy results from training, 

validation, and testing using the ViT architecture, the 

outcomes can be seen in Table 3. The highest training 

accuracy achieved is 99.96%, the highest validation 

accuracy is 98.05%, and the testing accuracy is 

97.49%. This indicates that the model has a good 

accuracy level in classifying malware. 

 
Table 3. Comparisson Train and Validation Accuracy 

Epoch 
Train 

Accuracy 

Validation 

Accuracy 

Train 

Loss 

Validation 

Loss 

1 84.05% 95.77% 0.7233 0.1584 

2 94.41% 95.45% 0.2356 0.2618 

3 95.90% 96.10% 0.1567 0.1629 

4 97.16% 95.56% 0.0916 0.1772 

5 98.00% 96.42% 0.0612 0.1470 

6 98.42% 97.07% 0.0512 0.1121 

7 98.69% 97.94% 0.0360 0.1232 

8 99.95% 97.94% 0.0028 0.1092 

9 99.92% 98.05% 0.0025 0.1115 

10 99.96% 98.05% 0.0018 0.1278 

 

In cybersecurity, accurately classifying malware 

images is crucial for identifying and mitigating a wide 

range of digital threats. Traditionally, this task was 

labor-intensive, but integrating machine learning to 

automate key processes is now essential, especially in 

information security. With advancements in deep 

learning, particularly through CNNs, new 

architectures continue to emerge, enhancing threat 

detection capabilities. This study explores the use of 

ViTs, which have recently gained popularity, for 

high-accuracy malware classification. Table 4 

highlights similar research about Malware Detetcion. 

Researcher (Awan et al. 2021) Using spatial attention 

CNN and VGG architecture achieved 97.42% 

accuracy. For instance, (Patil et al. 2021) achieved 

93.00% accuracy using RF, 93.70% for EfficientNet-

B0, and 92.00% for VGG-16 models. Additionally, 

researcher (Naeem et al. 2020) using Kernel-based 

ELM with statistical texture features achieved 

94.25% accuracy. 

 
Table 4. Comparison Accuracy with another architecture 

Researcher Methodology Accuracy 

(Awan et al. 
2021) 

Spatial Attention CNN 
and VGG Architecture 

97.42% 

(Patil et al. 2021) RF 93.00% 

EfficientNet-B0 93.70% 

VGG-16 Models 92.00% 

(Naeem et al. 

2020) 

Kernel-based ELM with 

Statistical Texture 

Features 

94.25% 

Our Proposed Vision Transformers 98.05% 

 

4. CONCLUSION 

The research highlights various methodologies 

for malware detection, demonstrating the 

effectiveness of different architectural approaches. 

achieved notable success with spatial attention CNN 

and VGG architecture, reaching an accuracy of 

97.42%. another research explored multiple models, 

with EfficientNet-B0 achieving the highest accuracy 

at 93.70%. then another researcher  (2020) effectively 

utilized Kernel-based ELM with statistical texture 

features, achieving 94.25% accuracy. The proposed 

methodology using Vision Transformers 

outperformed the others, achieving an impressive 

accuracy of 98.05%. This indicates that Vision 

Transformers offer significant advancements in 

accurately for image-based multiclass classification 

malware, suggesting a promising direction for future 

research and application in cybersecurity. Overall, 

this study underscores the importance of leveraging 
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advanced machine learning techniques to enhance 

malware detection capabilities 

To improve the accuracy of our research, 

consider implementing a hybrid approach by 

combining Vision Transformers (ViT) with other 

Deep Learning architecture like efficientnet, 

mobilenet, and so on. Additionally, expand the 

dataset by incorporating more image-based malware 

datasets to create a comprehensive training set, 

enhancing the model's ability to generalize across 

various types of malware. Apply data augmentation 

techniques to increase variability and robustness, and 

use advanced cross-validation methods to ensure 

consistent performance. Finally, experiment with 

different configurations and hyperparameters in your 

hybrid model to find the optimal settings for 

maximum accuracy. 
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