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Abstract— Today’s most common Positioning System applied is the Global Positioning System (GPS). Positioning System is 

considered accurate when outdoors, but it becomes a problem when indoors making it difficult to read the GPS signal. Many 

academics are actively working on indoor positioning solutions to address GPS's drawbacks. Because WiFi Access Point signals are 

frequently employed in multiple studies, they are used as research material. This study compares the classification algorithms KNN, 

SVM, Random Forest, and C 4.5 to see which algorithm provides more accurate calculations. The fingerprinting method was 

employed in the process of collecting signal strength data in each room of the Terpadu Laboratory Building at UIN Sunan Kalijaga 

using 30 rooms and a total dataset of 5,977 data. The data is utilized to run experiments to determine the location using various 

methods. According to the experimental data, the Random Forest algorithm achieves an accuracy rate of 83%, C4.5 81%, and KNN 

80%, while the SVM method achieves the lowest accuracy rate of 57%. 

Keywords— GPS; WIFI access point signals; classification algorithms; accurate; fingerprinting 
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1 INTRODUCTION 

The development of technology has proven to be 
rampant, causing many people to utilize positioning 
technology in their daily lives: motorcycle taxis, bus 
companies, taxis, travel, and even the general public are now 
fond of this technology. Searching for an area or a particular 
address and tracking a person's geographical position is very 
helpful in resolving problems faced by a community. 

The Global Positioning System (GPS) [1], an outdoor 
location technology considered accurate by the public, is the 
most commonly used positioning system today. GPS is 
precise and simple to use, as practically all gadgets regularly 
used by most people already incorporate GPS without 
additional expense. The problem is that GPS can pinpoint 
the location of a stationary item on Earth with an accuracy 
of 10 meters or more [2]. However, if the device is 
positioned indoors, it will surely be difficult to read by GPS 
because GPS signals cannot efficiently penetrate walls. The 
GPS receiver will fail to detect a strong enough signal to be 
indoors [3]. GPS, for example, will not work effectively 
indoors. 

Because the GPS [4] signal cannot function correctly 
indoors, another signal that may penetrate the room, such as 
a WIFI signal, is required[5]. The mobile device may read 
its position by detecting the signal strength emitted by the 
access points that are typically used to share internet access 
with users by harnessing the signal from WIFI access points 
placed in the room or building[6]. While privacy problems 
persist, such use is beneficial in the event of a building 
problem, such as a fire or evacuation. Furthermore, cellular 
signals can be used as a location determinant or location 
name that shows on the screen of GSM and CDMA mobile 
handsets by capturing signals from BTS-BTS [7]. Another 
requirement is the ability to locate someone using their 
mobile device in a building, whether multi-storey or not, 
without having to phone first. Because the mobile device 
delivers real-time location data to the central computer, 
anyone can enjoy it. As a result, knowledge growth in 
indoor positioning search began with the notion of the 
Indoor Positioning System [8]. 

Many academics are actively working on indoor 
positioning solutions to address GPS's drawbacks. Wireless 
technologies such as ZigBee, Bluetooth, WIFI, and cell 
tower signals are used in this system [9]. However, because 
it is the most ubiquitous and does not require any additional 
gear, WIFI technology is most commonly employed as 
study material.   

Many researchers conducted research and previous 
studies to prove the benefits of the Indoor Positioning 
System and WIFI Access Point [10], and to achieve good 
accuracy, the researchers developed the concept of Indoor 
Positioning System using several techniques; for example, 
many are found using the KNN (K-Nearest Neighbor) 
method, NN, and others [11]. Existing research indicates 
that KNN clustering gives the most data gathering and the 
highest accuracy for location detection problems, but there 
are some discrepancies in the results [12]. 

The author's research intends to examine numerous 
classification algorithms with guided learning, notably 

KNN, Support Vector Machine, Random Forest, and C45, in 
order to determine whether there are ways other than the 
KNN method that can deliver greater and better accuracy 
outcomes. The data used in this study were collected on one 
of the buildings on the UIN Sunan Kalijaga Yogyakarta 
campus using self-developed Android tools. As a result, this 
study is expected to add to the analysis results by comparing 
the level of accuracy with many algorithms and can be used 
as a reference in selecting the optimum algorithm for 
establishing an interior positioning system based on Wi-Fi 
access points. 

 

2 METHOD 

Figure 1 depicts the three stages of this research: 

dataset creation, testing, and analysis. 

 

 
Figure 1. Research stages 

 

2.1. Dataset Formation 

Figure 2 depicts the stages of this procedure, which 

include Android-based application creation, data gathering, 

data cleaning and labelling, and dataset conversion. 
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Figure 2. Steps of dataset formation 

 

The fingerprinting approach is used to capture data in 

this procedure, which is carried out on an Android OS-based 

smartphone device. In the study, the author created Check 

Signal, an Android-based application tool that can scan all 

access points read/reachable by a smartphone. This tool 

displays information in the form of manually supplied room 

names, access point (AP) names, weather conditions, signal 

strength, mac Address, room latitude-longitude coordinates, 

date, and time, which can then be saved in the database. 

Each room entered is scanned one by one by the application 

to find RSSI (Radio Signal Strength Indication) readings 

that differ from one another for each room. Figure 3 depicts 

the display of the signal check application tools. 

 

 
Figure 3. Display of the signal check tool used for data capture 

The steps in using the "Signal Check" application in 

data collection are: 

1. Take a position in the room where the data will be 

collected. 

2. Run the Signal Check application. The application 

will automatically scan the list of access points 

scattered within the room. 

3. Fill in the room column manually. 

4. Press the save button to save the data into the 

database. 

 

A sampling of WIFI access point data was carried out at 

the Integrated Lab Building of the Sunan Kalijaga State 

Islamic University, Yogyakarta, which has four floors in one 

building using the self-developed signal check application 

tool, it obtained 5,977 data as the total from 30 rooms. 

The schematics of the rooms on each floor of the 

integrated lab building of UIN Sunan Kalijaga can be seen 

in Figures 4, 5, 6 and 7. 

 

 
Figure 4. Schematic of the 1st floor of the integrated lab of UIN Sunan 

Kalijaga 

 

 
Figure 5. Schematic of the 2nd floor of the integrated lab of UIN Sunan 

Kalijaga 
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Figure 6. Schematic of the 3rd floor of the integrated lab of UIN Sunan 

Kalijaga 

 

 

Figure 7. Schematic of the 4th floor of the integrated lab of UIN Sunan 

Kalijaga 

Data sampling carried out in around two weeks by 

altering employee working hours in the integrated lab 

facility was divided into two; namely training data collection 

and testing data collection. There are two types of test data, 

namely the same test data as training data (same retrieval 

time) and random test data (retrieval time is ignored) for 

training data, which is taken by the restrictions of the 

problem, which is carried out at 10.00-14.00 WIB. 

 

2.2. Data Pre-Processing 

Data pre-processing done in this research includes label 

encoding and column dropping. Label encoding is used to 

convert word-shaped labels into numeric which refers to the 

process of transforming word labels into numeric. In this 

research, the weather column in the form of words (sunny, 

cloudy) is converted into a numeric label with the 

conversion of sunny = 1.00 and cloudy = 0.50. Meanwhile, 

column dropping is done to eliminate columns that are not 

needed during the testing process. In this case, the dropped 

columns are the space name and signal columns. The signal 

column is dropped because it is a class column. 

 

2.3. Testing 

The results of data collection are then tested to 

determine the accuracy value using several methods, namely 

KNN with parameter setting k with a range of 1-100, 

Support Vector Machine (SVM) with parameter setting c 

with a range of 0.01-10.00, Random Forest with parameter 

setting max_depth with a range of 1-150 and n_estimator 

with a range of 1-100 and C45 with default parameter 

settings. The algorithm is calculated using a web-based 

Streamlit application using the Phyton language which will 

be able to display the calculation results automatically from 

the dataset being tested. So that later a comparison can be 

made, which algorithm is better in accuracy based on the 

results obtained from the algorithm. 

The comparison in this study uses five algorithms, 

namely KNN, SVM, Random Forest, and C45. 

 

2.3.1. K-Nearest Neighbor: It is a classification algorithm 

with learning by example or training data based on a 

distance function for pairs of observations, such as 

Euclid distance and Manhattan distance [13]. The 

basic idea of KNN is straightforward. In the KNN 

classification paradigm from the first retrieved test 

sample, the similarities between the test sample and 

its k nearest neighbors are aggregated according to 

the classes of its neighbors, and the test sample is 

assigned to the most similar class [14]. The best 

choice of k adapts to the data; generally, larger values 

of k reduce the effect of noise on classification but 

create less clear boundaries between classes [15]. 

Various heuristic values, such as cross-validation, 

can determine a good k [16]. The particular case 

where the class is expected to be the class of the 

closest training sample (i.e., when k=1) is called the 

Nearest Neighbor (NN) algorithm [17]. One of the 

advantages of the KNN algorithm is that it is easy to 

implement and can be used to classify data on non-

linear datasets. However, the KNN algorithm also 

has disadvantages, which are sensitive to noise values 

(outliers) and requires a long time to classify large 

datasets. In the context of Indoor Positioning System, 

the KNN can be utilized to predict the user's location 

by comparing the Wi-Fi signal from the user with the 

signal recorded in the database [18]. KNN requires 

training data consisting of a set of previously 

recorded data. Each of these data consists of two 

parts: the measured Wi-Fi signal, and the position 

label. In the testing phase, the KNN algorithm will 

search for K Nearest Neighbors of the measured Wi-

Fi signal. The value of k can be predefined. Then, by 

taking the majority class of the nearest neighbors, the 

KNN algorithm will predict the user's position. 

 

 

2.3.2. Support Vector Machine: SVM [19] is a 

classification method for supervised learning. On a 

set of training data with several p attributes (p-

dimensional vectors), the SVM method tries to get a 

(p-1) dimensional hyperplane that can divide the 

training data according to its class [20][21]. 

Parameter C in SVM is a variable that controls the 
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trade-off between training error and model 

complexity. C is responsible for determining the 

penalty applied to classification errors in the training 

data. The larger the value of C, the stronger the 

penalty applied to classification errors, and the more 

complex the resulting model. Conversely, the smaller 

the value of C, the weaker the penalty applied to 

classification errors, and the simpler the resulting 

model [22]. Thus, if the value of C is too large, the 

SVM model can experience overfitting, that is, the 

model is too complex and too well matched to the 

training data, so it cannot predict well on data that 

has not been seen before. Conversely, if the value of 

C is too small, the SVM model can experience 

underfitting, that is, the model is too simple and does 

not match the training data, so it cannot predict well 

on data that has not been seen. One of the advantages 

of the SVM algorithm is that it can be used for non-

linear datasets and has good generalization 

capabilities, making it suitable for use on complex 

datasets. However, the SVM algorithm also has 

disadvantages, namely long computation time for 

large and complex datasets. An illustrative picture 

describing the hyperplane (commonly called the 

decision boundary) of a set of training data can be 

seen in Figure 8. 

 

 
Figure 8. Example decision boundary for some training data with low 

distance/difference difference 

 

2.3.3. Random Forest: The random forest algorithm is a 

development of the CART [23] method by adopting 

the bootstrap aggregating (bagging) method and 

random feature selection. In a random forest [24], 

several trees are grown to form a forest, then analyze 

the collection of trees [25]. In a group of data 

consisting of n observations and p explanatory 

variables, random forest is done by [26] the 

following steps: 

 

• The first stage is the bootstrap stage, where a 

random sample of size n is run and the cluster 

data is recovered. 

• Next, utilizing the bootstrap samples, the tree is 

built up to its maximum size (without pruning). 

At each node, parser selection is made through a 

random selection of m explanatory variables, 

where m << p. The best parser is selected from 

these m explanatory variables. Explanatory 

variables. This stage is a random feature selection 

stage. 

• Next, repeat steps 1 and 2 k times, until a forest 

containing k trees is formed. 

 

In the Random Forest algorithm [27], there are 

several parameters that can be set to control the 

machine learning behavior. The two main parameters 

in Random Forest are max depth and n estimators. 

Max Depth is a parameter that determines the 

maximum depth of each decision tree in Random 

Forest. The deeper the decision tree, the more 

complex the model and the greater the chance of 

overfitting. Therefore, the maximum depth should be 

chosen carefully so as not to produce an overfitting 

or overly simple model. If the max depth is set too 

high, the model may memorize the training data and 

cannot generalize well to new data [28]. Conversely, 

if the max depth is too low, the model will be too 

simple and unable to capture complex patterns in the 

data. N_estimator is a parameter that determines the 

number of decision trees in Random Forest. The 

more decision trees used, the more robust and stable 

the resulting model will be. However, using too many 

decision trees can also result in overfitting the model 

and taking longer training time. Therefore, the 

number of decision trees used needs to be chosen 

carefully to achieve a balance between accuracy and 

training time. 

 

2.3.4. C4.5: The C4.5 [29] algorithm can be applied in 

classification through the formation of a decision tree 

from the provided training data [30]. The decision 

tree is a famous classification and prediction method 

[31], useful for extrapolating data, and detecting 

hidden relationships between a set of candidate input 

variables and target variables [32]. An example of a 

decision tree can be seen in Figure 4. 

 

 
Figure 9. Example Decision Tree C45 

  

According to [33] the following are the stages 

required in the formation of a decision tree: 

 

• Checking the base case. The data read in the 

C4.5 algorithm is data that contains attributes 

and class labels. Attributes are usually numeric 

https://creativecommons.org/licenses/by-nc-nd/4.0/
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or categorical variables, while class labels are 

the values to be predicted. 

• The decision tree is built by calculating the 

information gain of each attribute. Information 

gain is the difference between entropy before 

and after separating data based on attributes. 

The attribute that has the highest information 

gain will be selected as the attribute used in 

decision making. After the attribute is selected, 

the data will be separated into several parts 

based on the value of the attribute. This process 

is repeated recursively until all data is 

classified. 

• After the decision tree is built, a pruning 

process is performed to reduce overfitting of the 

model. Overfitting occurs when the model is too 

complex and is only suitable for training data, 

but cannot be generalized well to new data. 

Pruning is done by removing insignificant 

branches of the decision tree. 

• After the decision tree is built and pruned, the 

C4.5 algorithm will convert it into a rule set. 

Each rule is a combination of several attributes 

that must be met to get the appropriate class. 

 

2.4. Analysis 

This stage examines the outcomes of testing with the 

KNN, SVM, Random Forest, and C45 algorithms. The 

findings of the analysis will be used to provide conclusions 

and recommendations. Using a confusion matrix, this 

examination determines whether weather conditions can 

impair the accuracy of the indoor positioning system. 

 

3 RESULT AND DISCUSSION 

3.1 Data Collection Results 

The fingerprinting approach was used to collect data 

for two weeks, and the total overall data gathered during the 

collecting procedure was obtained from 7,684 datasets from 

34 rooms in the integrated lab building of UIN Sunan 

Kalijaga. Some data was destroyed after review because 

there were problems while inputting room names or 

comparable data in one room at the same time, and there 

were four rooms that could not be consistent in data 

collecting for two weeks. After the inspection and deletion 

steps are completed, training data totalling 4,781 data is 

received from 30 rooms that are consistent when taking data, 

and testing data totaling 1196 data is obtained. The data is 

collected utilizing an Asus mobile smartphone device and 

the Android-based Signal Check application utility. 

Only in a few laboratory rooms can data be collected 

consistently. Initially, the Integrated Laboratory building of 

UIN Sunan Kalijaga housed 34 rooms. However, only 30 

rooms can collect data on a daily basis. Some rooms are 

sometimes inaccessible either because they are locked or 

they are in use. As a result, these rooms were removed from 

the database. 

When data is collected, there are many access points at 

that location, including outside access points around the 

building, such as access points installed in the Faculty of 

Science and Technology building, as well as access points 

originating from internet cafes, boarding houses, hospitals, 

and hotels, so that when collecting data for access points 

belonging to different buildings that cannot be detected for 

specific rooms, the signal strength research is performed. 

Table 1 shows the outcomes of data filtering and an 

example format of signal strength data received from data 

gathering. 

 
Table 1. Example of Signal Strength Data Format 

Room 

Name 
AP1 AP2 AP3  AP23 Weather 

Ruang1105 -46 -60 -58 ...... -60 Sunny 

Ruang1106 -80 -55 -63 ...... -81 Sunny 

Ruang1107 -85 -92 -80 ....... -85 Cloudy 

............ ...... ......... ....... ...... ....... ....... 

Ruang4416 -65 -69 -83 ...... -75 Sunny 

 

Each row of data has 30 columns with 249 rows, where the 

first column is the room’s name, while the following 

columns are signal strength columns and weather columns 

obtained from all access points on the UIN Suka campus. 

The signal strength is in dBm. 

 

3.2 Pre-processing Data 

In the previous explanation, the data pre-processing was 

carried out in two stages: label encoding and column 

dropping using Phyton combined with the Streamlit 

platform. At the label encoding stage, the weather label is 

changed from word form to numeric form as in Figure 10 of 

the original data and 11 data after preprocessing.  

Figure 10 shows the original data before pre-processing 

the encoding label data, where the weather column is still in 

the form of words such as sunny and cloudy, then the 

weather label is encoded into numerical form, namely sunny 

with a value of 1.00, cloudy with a value of 0.55. 

 
Figure. 10 Data before preprocessing 
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Figure 11. Data after preprocessing 

 

Figure 11 shows the results after pre-processing the 

encoding label data where the weather label has changed 

into numeric form. Furthermore, the dropping column is 

carried out, namely the room name column and signal status. 

After dropping the space name and signal columns, the data 

becomes as shown in Figure 12. 

 

 
Figure 12. Results of dropping the column 

 

3.3 Data Testing and Analysis 

At this stage, testing is carried out using Phyton as a 
programming language and Streamlit as a place to display 
test results with several algorithms namely K Nearest 
neighbor, Support Vector Machine, Random Forest, and C 
4.5 with the same data and using the same preprocessing 
techniques. 

3.3.1 K-Nearest Neighbor: The results of data testing on 

the KNN algorithm obtained good results. As 

shown in Figure 13 which shows the confusion 

matrix of the KNN algorithm obtained an accuracy 

of 0.80 with the parameter k value used k = 1. In 

testing with parameter k = 3, the accuracy value is 

0.64, and k = 5 is 0.62 as in Table 2. Thus, the 

confusion matrix shown in Figure 13 is the highest 

accuracy value with parameter k = 1. In addition to 

accuracy, to determine the performance of this 

algorithm, measurements are also made using 

precision, recall, and f1 score with parameter k = 1 

which it can be seen in Table 3, from the KNN 

algorithm getting the same value of 0.77. 

 

Table 2. Test Results of Several KNN Parameters 

Parameters Accuracy 

K = 1 80% 

K = 3 64% 

K = 5 62% 

 

 
Figure 13. KNN’s confusion matrix 

 

3.3.2 Support Vector Machine: Testing data using the 

SVM algorithm gives good results. Figure 14 shows 

the confusion matrix for the SVM algorithm. The 

accuracy obtained by the SVM model is 0.56 with a 

parameter value of C = 10. In testing with parameter 

C = 1.00, the accuracy value is 0.57, and C = 0.1 is 

0.0,8 as in Table 4. So, the confusion matrix 

displayed in Figure 9 is the highest accuracy value 

with parameter C = 10. In addition to accuracy, 

measurement of the performance of this algorithm is 

done using precision, recall, and f1-score with the 

values shown in Table 5, the precision of the SVM 

algorithm obtained the highest value among others, 

which is 0.89.  

 
Table 3. KNN’s Algorithm Performance 

Class Precision Recall 
F1 

Score 

Amount 

of Data 

Ruang1105 0.98 0.93 0.95 56 

Ruang1106 0.62 0.83 0.71 29 

Ruang1108 0.57 0.27 0.36 15 

Ruang1113 0.89 0.83 0.86 41 

Ruang1114 0.87 0.91 0.89 45 

Ruang1115 1.00 0.83 0.90 23 

Ruang2202 0.97 0.85 0.91 41 

Ruang2203 0.83 0.95 0.89 42 

Ruang2210 0.78 0.81 0.79 62 

Ruang2211 0.77 0.81 0.79 42 
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Ruang2212 0.76 0.82 0.79 39 

Ruang2213 0.82 0.78 0.80 36 

Ruang3303 0.81 0.79 0.80 33 

Ruang3304 0.61 0.67 0.63 30 

Ruang3305 0.80 0.79 0.80 47 

Ruang3306 0.86 0.71 0.78 52 

Ruang3310 0.85 0.75 0.79 59 

Ruang3311 0.91 0.88 0.89 56 

Ruang3312 0.72 0.85 0.78 34 

Ruang4401 0.78 0.85 0.81 41 

Ruang4402 0.76 0.81 0.79 16 

Ruang4403 0.91 0.93 0.92 43 

Ruang4404 0.00 0.00 0.00 3 

Ruang4410 0.90 0.84 0.87 44 

Ruang4411 0.77 0.85 0.81 41 

Ruang4412 0.64 0.69 0.66 54 

Ruang4413 0.69 0.84 0.76 44 

Ruang4414 0.70 0.80 0.74 40 

Ruang4415 0.89 0.72 0.79 43 

Ruang4416 0.74 0.63 0.68 46 

Average 0.77 0.77 0.77 1196 

 

3.3.3 Support Vector Machine: Testing data using the 

SVM algorithm gives good results. Figure 14 shows 

the confusion matrix for the SVM algorithm. The 

accuracy obtained by the SVM model is 0.56 with a 

parameter value of C = 10. In testing with parameter 

C = 1.00, the accuracy value is 0.57, and C = 0.1 is 

0.0,8 as in Table 4. So, the confusion matrix 

displayed in Figure 9 is the highest accuracy value 

with parameter C = 10. In addition to accuracy, 

measurement of the performance of this algorithm is 

done using precision, recall, and f1-score with the 

values shown in Table 5, the precision of the SVM 

algorithm obtained the highest value among others, 

which is 0.89.  

 
Table 4. Test Results of Several SVM Parameters 

Parameters Accuracy 

C = 10 56% 

C = 1.00 57% 

C = 0.1 0.8% 

 

 
Figure 14. SVM’s Confusion Matrix 

 
Table 5. SVM’s Algorithm Performance 

Class Precision Recall F1 Score 
Amount 

of data 

Ruang1105 1.00 0.71 0.83 56 

Ruang1106 0.72 0.72 0.72 29 

Ruang1108 0.00 0.00 0.00 15 

Ruang1113 1.00 0.49 0.66 41 

Ruang1114 0.93 0.58 0.71 45 

Ruang1115 1.00 0.61 0.76 23 

Ruang2202 1.00 0.61 0.76 41 

Ruang2203 1.00 0.55 0.71 42 

Ruang2210 1.00 0.69 0.82 62 

Ruang2211 0.96 0.57 0.72 42 

Ruang2212 1.00 0.46 0.63 39 

Ruang2213 1.00 0.50 0.67 36 

Ruang3303 1.00 0.56 0.72 52 

Ruang3304 1.00 0.57 0.72 30 

Ruang3305 1.00 0.64 0.78 47 

Ruang3306 1.00 0.56 0.72 52 

Ruang3310 1.00 0.54 0.70 59 

Ruang3311 0.10 1.00 0.18 56 

Ruang3312 1.00 0.59 0.74 34 

Ruang4401 1.00 0.71 0.83 41 

Ruang4402 1.00 0.69 0.81 16 

Ruang4403 1.00 0.63 0.77 43 

Ruang4404 0.00 0.00 0.00 3 

Ruang4410 1.00 0.59 0.74 44 

Ruang4411 1.00 0.70 0.82 40 

Ruang4412 1.00 0.37 0.54 54 

Ruang4413 1.00 0.55 0.71 44 

Ruang4414 1.00 0.47 0.64 40 

Ruang4415 1.00 0.42 0.59 43 
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Ruang4416 1.00 0.35 0.52 46 

Average 0.89 0.54 0.64 1196 

 

3.3.4 Random Forest: The results of data testing on the 

Random Forest algorithm obtained good results. As 

shown in Figure 15, the confusion matrix of the 

Random Forest algorithm obtained an accuracy of 

0.83 with a parameter value of max_depth 20 and 

n_estimator 25. In addition to accuracy, to 

determine the performance of this algorithm, 

measurements are also made using precision, recall, 

and f1 score which can be seen in Table 6, from the 

random forest algorithm getting the same value of 

0.81. 

 

 
Figure 15. Random Forest’s confusion matrix 

 
Table 6. Random Forest’s Algorithm Performance 

Class Precision Recall 
F1 

Score 

Amount 

of data 

Ruang1105 0.93 1.00 0.97 56 

Ruang1106 0.68 0.90 0.78 29 

Ruang1108 0.80 0.27 0.40 15 

Ruang1113 0.83 0.83 0.83 41 

Ruang1114 0.89 0.91 0.90 45 

Ruang1115 0.91 0.91 0.91 23 

Ruang2202 0.97 0.90 0.94 41 

Ruang2203 0.87 0.95 0.91 42 

Ruang2210 0.81 0.84 0.83 62 

Ruang2211 0.70 0.79 0.74 42 

Ruang2212 0.86 0.79 0.83 39 

Ruang2213 0.76 0.89 0.82 36 

Ruang3303 0.81 0.88 0.84 33 

Ruang3304 0.78 0.83 0.81 30 

Ruang3305 0.86 0.79 0.82 47 

Ruang3306 0.93 0.79 0.85 52 

Ruang3310 0.85 0.76 0.80 59 

Ruang3311 0.92 0.88 0.90 56 

Ruang3312 0.72 0.16 0.74 34 

Ruang4401 0.78 0.88 0.83 41 

Ruang4402 0.94 1.00 0.97 16 

Ruang4403 0.91 0.93 0.92 43 

Ruang4404 0.00 0.00 0.00 3 

Ruang4410 0.87 0.91 0.89 44 

Ruang4411 0.88 0.88 0.88 40 

Ruang4412 0.67 0.59 0.63 54 

Ruang4413 0.72 0.75 0.73 44 

Ruang4414 0.82 0.80 0.81 40 

Ruang4415 0.89 0.77 0.82 43 

Ruang4416 0.78 0.83 0.80 46 

Average 0.81 0.80 0.80 1196 

 

3.3.5 C 4.5: Testing data on the C 4.5 algorithm gets 

good results. Figure 16 shows the confusion matrix 

with the C 4.5 algorithm and obtained an accuracy 

of 0.81 with the default parameter value. To 

measure the performance of this algorithm in 

addition to accuracy, measurements are made using 

precision, recall, and f1 score which can be seen in 

Table 7, the precision of the C 4.5 algorithm gets 

the same value of 0.81. 

 

 
Figure 16. C 4.5’s confusion matrix 

Table 7. C 4.5’s Algorithm Performance 

Class Precision Recall 
F1 

Score 

Amount 

of data 

Ruang1105 0.96 0.96 0.96 56 

Ruang1106 0.68 0.93 0.78 29 

Ruang1108 1.00 0.33 0.50 15 

Ruang1113 0.79 0.83 0.81 41 

Ruang1114 0.91 0.87 0.89 45 

Ruang1115 0.95 0.83 0.88 23 

Ruang2202 0.93 0.98 0.95 41 
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Ruang2203 0.97 0.93 0.95 42 

Ruang2210 0.76 0.87 0.81 62 

Ruang2211 0.78 0.83 0.80 42 

Ruang2212 0.89 0.87 0.88 39 

Ruang2213 0.71 0.83 0.77 36 

Ruang3303 0.75 0.82 0.78 33 

Ruang3304 0.79 0.73 0.76 30 

Ruang3305 0.81 0.81 0.81 47 

Ruang3306 0.93 0.79 0.85 52 

Ruang3310 0.73 0.75 0.79 34 

Ruang3311 0.94 0.84 0.89 56 

Ruang3312 0.75 0.79 0.77 34 

Ruang4401 0.82 0.90 0.86 41 

Ruang4402 0.81 0.81 0.81 16 

Ruang4403 0.97 0.84 0.90 43 

Ruang4404 0.20 0.33 0.25 3 

Ruang4410 0.81 0.86 0.84 44 

Ruang4411 0.90 0.88 0.89 40 

Ruang4412 0.70 0.61 0.65 54 

Ruang4413 0.68 0.73 0.70 44 

Ruang4414 0.64 0.75 0.69 40 

Ruang4415 0.97 0.77 0.86 43 

Ruang4416 0.67 0.65 0.66 46 

Average 0.81 0.79 0.79 1196 

 

3.4 Analysis 

At this stage, testing is carried out using Phyton as a 
programming language and Streamlit as a place to display 
test results with several algorithms namely K Nearest 
neighbor, Support Vector Machine, Random Forest, and C 
4.5 with the same data and using the same preprocessing 
techniques resulting in an accuracy level such as Table 8. 

 

Table 8. Classification Algorithm Comparison Results with Several 

Parameters 

Algorithm Parameters Selected Accuracy 

KNN k = 1 80% 
KNN k = 3 64% 

KNN k = 5 62% 

SVM C = 0.1 8% 
SVM C = 1 57% 

SVM C = 10 56% 

Random Forest 
Max_depth = 12 
N_estimator = 16 

83% 

C45 default 81% 

 
The KNN algorithm with a parameter value of k = 1 gets 

an accuracy value of 80% when compared to parameter k = 
3 by 64% and parameter k = 5 by 62%. The support vector 
machine algorithm using the parameter value C = 1.00 gets 
an accuracy value of 57% when compared to parameter C = 
10 by 56% and parameter C = 0.1 by 8%. The random forest 
algorithm with a max_depth parameter of 20 and 
n_estimator 25 obtained an accuracy value of 83%, and the 

C 4.5 algorithm with default parameters obtained an 
accuracy value of 81%. 

The Random Forest algorithm gets the highest accuracy 
with the same accuracy value of 83% followed by C 4.5 
with a value of 81% and KNN with a value of 80% with the 
SVM algorithm which gets the lowest accuracy with a value 
of 57%. In the SVM algorithm used in this study using the 
parameter C = 0.1 to 10.00 so that the results obtained are 
not good as it is the smallest of the other algorithms, there is 
still a possibility for the SVM algorithm to get a better level 
of accuracy. This research tests the accuracy of 
classification accuracy in several methods using the dataset 
obtained at the data collection stage. The features used for 
classification are all columns, so there is a possibility of a 
cause of dimensionality, which makes  the accuracy level to 
decrease. 

 

4 CONCLUSION 

Based on the above discussion, the data retrieval process 
requires further steps to check and clean the data set from 
errors that are usually made, namely inaccuracy when 
determining the name of the room in the Android tools used. 
The Random Forest algorithm can produce the highest 
accuracy rate of 83% with the parameters used max_depth 
20 and n_estimator 25, followed by the C 4.5 algorithm with 
default parameters getting an accuracy value of 81%, KNN 
with the parameter k used k=1 80% highest of the other 
parameters, and SVM with the parameter used C=1.00 with 
an accuracy value of 57%. And The methods were compared 
in this research and the study was implemented with 
minimal change to the initial configuration, so it is possible 
to improve the accuracy level by changing the configuration 
and performing pre-processing on the dataset before the 
classification stage. 
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