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Abstract—Using Twitter as a platform for sharing information includes tracking public perceptions of the performance of the 

Indonesian National Police (POLRI). Public sentiment assists as a gauge for evaluating POLRI's operational capabilities and supports 

decision-making processes to enhance the organization's reputation. However, raw public opinion data often requires careful analysis 

for decision-making. Hence, conducting sentiment analysis of Twitter data is crucial. This analytical process involves extracting and 

classifying opinions into neutral, positive, and negative sentiments. This study employs two distinct sentiment analysis methods: the 

Naive Bayes algorithm and the K-Nearest Neighbors. Analysis of 1285 tweets reveals prevailing satisfaction with POLRI's 

performance, indicated by many positive sentiments. However, there is also a notable number of negative feelings. The assessment 

from confusion matrix results demonstrate that the Naive Bayes algorithm achieves 99.03% accuracy, while the K-Nearest Neighbors 

algorithm achieves 95.33% accuracy. By leveraging insights from public opinion data, POLRI can make more accurate and timely 

decisions, enabling it to better fulfill the community's needs and expectations. This strategic use of data enhances service quality and 

bolsters POLRI's favorable image among the public fosters more harmonious relationships and enhances public trust in law 

enforcement agencies. 

Keywords—algorithm; confusion matrix; decision making; sentiment analysis; Twitter 

  

1 INTRODUCTION 

The rapid development of digital technology has made the 
dissemination of information in society easy and swift [1]. 
The demand for efficiency and speed in data and information 
processing drives institutions to innovate to meet competitive 
public information needs [2]. Consequently, information in 
the form of data becomes a valuable asset for an institution 

and requires proper management to use it optimally [3]. Many 
people use digital platforms like Twitter to share information 
on various topics [4]. The performance of the Indonesian 
National Police (POLRI) is a crucial benchmark for 
evaluating public perception of the institution [5]. The police 
are considered a vital element [6] in maintaining security, 
upholding the law, and providing protection and services to 
the community [7]. Assessing POLRI's performance involves 
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evaluating the quality and quantity of work carried out over a 
specific period [8]. Good performance can enhance POLRI's 
image in the eyes of the public, while subpar performance 
may tarnish that reputation [9]. As a part of public service, the 
effectiveness of POLRI is paramount as it directly impacts the 
community's [10] interests eliciting various responses from 
them [11].  

On Twitter, public perceptions of the POLRI’s image 
vary, ranging from recognition of achievements to criticism 
highlighting areas for improvement to meet public 
expectations. Public satisfaction with POLRI's performance 
can serve as an evaluation indicator to enhance the 
institution's image [5]. Therefore, reform in POLRI's 
performance is crucial [6] to improve its image and foster 
harmonious relations between the police and the community 
[7]. Public opinions can serve as an evaluation tool for POLRI 
to enhance performance quality and support decision-making 
efforts to improve the police institution's image. However, the 
need for more processing of public opinion data renders it 
unusable as a decision-making basis [8]. Hence, methods for 
examining opinions on Twitter, such as sentiment analysis, 
are essential [9]. Sentiment analysis effectively evaluates 
public opinions by extracting textual data on a specific topic 
[10] and classifying them as negative, neutral, or positive 
[11]. Several algorithms such as naive Bayes, a classification 
method that uses Bayes' theorem [12] with a statistical 
approach based on probability [13], and K-Nearest Neighbors 
(KNN) based on data proximity [14] can be used in 
examining public sentiment.  

The Naive Bayes algorithm, based on Bayes' probability 
theorem, is known for its efficiency in text classification, 
especially on large datasets. It is a simple but effective 
process and has been widely used in various sentiment 
analysis applications [15]. However, the Naive Bayes 
algorithm lacks selection features that can affect accuracy 
because it assumes that they are independent of each other 
[16]. The KNN algorithm offers several advantages, 
including rapid training speed, ease of implementation, and 
effectiveness on large datasets, making it a practical choice 
for classification [17]. On the other hand, the K-Nearest 
Neighbors algorithm also has drawbacks, such as sensitivity 
to data scale and the use of Euclidean distance, which does 
not consider attribute relevance weights, potentially resulting 
in biased classifications [18]. 

In previous research [19], an analysis of 269 public 
sentiment data related to the POLRI was conducted using the 
Naive Bayes algorithm. The findings revealed a high level of 
accuracy, reaching 98.5%, with the ability to classify 
sentiments into three different classes. Another study [20] 
employing a similar algorithm, Naive Bayes, focused on the 
POLRI service application, achieving an accuracy rate of 
70.3% from 1500 review data with two different class 
classifications. In another study [21], the KNN algorithm was 
used to examine 16.543 public sentiments on Twitter, 
achieving an accuracy rate of 98.5% and capable of 
classifying sentiments into three different classes. Another 
study [22] utilizing the same algorithm, KNN, achieved an 
accuracy rate of 83.3% from 1500 review data with two other 
class classifications.  

This research examines public sentiment towards the 
performance of the POLRI on Twitter, focusing specifically 
on how this performance affects the institution's image on the 
platform by classifying opinions into negative, neutral, and 
positive classes using RapidMiner. Additionally, the 
researchers will compare the algorithm's accuracy and recall, 
precision, and f1-score for each sentiment from Naive Bayes 
and KNN using confusion matrices to examine sentiment. 
The results of this analysis are expected to serve as a valuable 
resource for decision-making to enhance performance and 
build a more positive and trustworthy image in society. 

 

2 METHOD 

In this research, Fig. 1 illustrates the picture of the data 

processing procedure implemented by the researcher. This 

picturing is the stage of research methodology that 

systematically underpins the conducted sentiment analysis. 

 

 

Figure 1. Research stages 

 

The Twitter data analysis process began with collecting 

tweets and metadata from Twitter. This crucial step was 

essential to ensure the quality of the data for analysis. The 

data were then labelled for sentiment analysis, determining 

the public's reaction to a particular topic. After that, the tweets 

were cleaned through a preprocessing process. Data 

preprocessing involved cleansing, case folding, tokenizing, 

stemming, stop word filter and token by length filter to 

prepare the data for further analysis. The Frequency-Inverse 

Document Frequency (TF-IDF) method was used to 

determine keywords in the data. Training data modelling used 

machine learning algorithms to learn data patterns for 

https://creativecommons.org/licenses/by-nc-nd/4.0/
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implementing the Naive Bayes and KNN algorithms. Model 

performance evaluation used a confusion matrix to ensure the 

algorithm's accuracy and the recall and precision values for 

each sentiment. The conclusions from this analysis provided 

insight into public reactions and could be used to determine 

the current image of the police based on public sentiment 

regarding POLRI's performance. 

 

2.1 Data Collection  

This study used data from Twitter in Indonesian, obtained 

through a search using the keyword "kinerja POLRI." Data 

was collected using the crawling method via the Twitter API 

in the RapidMiner application and Fig. 2 shows an operator 

used in this step. 

 

 

 

In the RapidMiner workspace shown in Fig 2, several 

operators were used in the data collection process: the retrieve 

connection operator which connects the application to 

Twitter, requiring an access token for authentication; the 

search Twitter operator used to input data search attributes; 

the select attributes operator used to select columns 

containing only public opinion texts; the remove duplicates 

operator used to eliminate sentiment data with identical 

values; and the write Excel operator which saved the 

sentiment data into an Excel file. From this crawling process, 

1285 tweets were collected using the keyword "kinerja 

POLRI" from January 1, 2024, to May 16, 2024, and were 

saved into an Excel file. The importance of this data 

collection lay in its ability to support research by providing a 

solid foundation for in-depth analysis of public perceptions 

and helping to identify relevant trends and patterns in public 

opinion [12]. 

 

2.2 Data Labeling  

In this stage, sentiment labels were assigned to the data to 

determine whether the data contained positive, negative, or 

neutral sentiments. This labeling stage was carried out 

manually by three researchers who classified the data based 

on majority opinion, ensuring the accuracy of the 

classification [23] by using Microsoft Excel. This labeling 

was only performed on a portion of the data designated as the 

training data. Out of the total data, 1028 data points were 

labeled, and 257 were left unlabeled, following an 80:20 split 

of the entire data set. The labeled training data were then used 

as a reference for the Naïve Bayes and KNN methods to 

classify the unlabeled test data. Next, the initial labelled 

training data was combined with the newly processed test 

data. Subsequently, a confusion matrix is used to evaluate the 

accuracy of the performed process. This labeling stage was 

crucial as it ensured the accuracy and validity of the sentiment 

analysis conducted [3]. Examples of tweets and their 

sentiment classification are presented in Table 1 to provide 

clearer expression variations and sentiment analysis used in 

this study. 

 

 

 

Table 1. The Outcome of the Tweet Data Labeling Process 

Tweet Label 
@mokhamadtoha2 @DivHumas_Polri @CCICPolri 

@ListyoSigitP Kita kecewa dengan kinerja POLRI dan 

penegak hukum di Indonesia .... 

Negative 

@Aryprasetyo85 @ListyoSigitP kinerja POLRI BOBROK 

         

Negative 

Testimoni bapak Menkopolhukam RI atas kinerja Polri 

dalam Pengamanan Ops Ketupat Semeru 2023 

https://t.co/KMCPGGSVwW #polisi_indonesia 

#ditlantaspoldajatim #MudikAmanBerkesan 

@NTMCLantasPolri @RTMCJatim @e100ss 

 

Neutral 

@janenuby terus maju untuk kinerja polri ini udah keren 

tetap Bersama Cegah Kejahatan 

#SinergiWujudkanKamtibmas 

Positive 

Selalu bangga     sama kinerja polri semangat selalu    

   #PolriIndonesiaHebatDensus88 

https://t.co/zC8aB0pp4Z 

Positive 

 

2.3 Preprocessing Data 

Preprocessing is the initial stage in preparing data for text 

mining, aiming to transform raw text into data ready for 

further processing [24]. This preprocessing process involves 

a series of steps, such as cleaning the text from irrelevant 

characters, tokenization to separate the text into individual 

Figure 2. Operator in the data collection process 

https://creativecommons.org/licenses/by-nc-nd/4.0/
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words, removal of stop words, and text normalization [25]. 

The main goal of preprocessing is to gather significant and 

relevant words that will be used in sentiment analysis or other 

tasks in text mining [26]. By performing preprocessing 

correctly, we can enhance the data quality used in analysis, 

making the results more accurate and meaningful [27]. 

Therefore, preprocessing is a crucial and strategic step in 

supporting the success of further text analysis and ensuring 

that the data used is of good quality and relevance [28]. 

2.3.1 Cleansing: In RapidMiner, data cleansing involved 

the replace and filter operators which played a 

significant role in processing text data. This process 

explicitly removed irrelevant elements in tweet data, 

such as HTML tags, URLs, usernames, punctuation, 

and non-letter characters [29]. These steps kept the 

processed data focused on substantial text content, 

enabling more accurate and relevant analysis [30]. 

Thus, data cleansing became an essential initial step 

in text data processing and analysis using 

RapidMiner. The resulting text after the cleansing 

stage is shown in Table 2. 

 

Table 2. The Outcome of Data Cleansing 

Before After Label 
@mokhamadtoha2 

@DivHumas_POLRI 

@CCICPOLRI @ListyoSigitP 

Kita kecewa dengan kinerja 

POLRI dan penegak hukum di 

Indonesia .... 

Kita kecewa dengan 

kinerja POLRI dan 

penegak hukum di 

Indonesia 

Negative 

@Aryprasetyo85 @ListyoSigitP 

kinerja POLRI BOBROK    

      

kinerja POLRI bobrok Negative 

Testimoni bapak 

Menkopolhukam RI atas kinerja 

POLRI dalam Pengamanan Ops 

Ketupat Semeru 2023 

https://t.co/KMCPGGSV 

#polisi_indonesia 

#ditlantaspoldajatim 

#MudikAmanBerkesan 

@NTMCLantasPOLRI 

@RTMCJatim @e100ss 

Testimoni bapak 

Menkopolhukam RI 

atas kinerja POLRI 

dalam pengamanan 

Ops Ketupat Semeru 

Neutral 

@janenuby terus maju untuk 

kinerja POLRI ini udah keren 

tetap Bersama Cegah Kejahatan 

#SinergiWujudkanKamtib 

terus maju untuk 

kinerja POLRI ini 

udah keren tetap 

Bersama Cegah 

Kejahatan 

Positive 

Selalu bangga     sama kinerja 

POLRI semangat selalu       

#POLRIIndonesiaHebat 

https://t.co/zC8aB0pp4Z 

Selalu bangga sama 

kinerja POLRI 

semangat selalu 

Positive 

 

2.3.2 Case Folding: Using the Transform Case operator in 

RapidMiner to convert all words into lowercase 

aims to make the text format consistent. This process 

is crucial to ensure there is no differentiation 

between words with capital and lowercase letters, 

thus facilitating the processing of text analysis 

overall [31]. The resulting text after the case folding 

stage is shown in Table 3. 

 

Table 3. The Outcome of the Tweet Data Case Folding 

Before After Label 
Kita kecewa dengan kinerja 

POLRI dan penegak hukum di 

Indonesia 

kita kecewa dengan 

kinerja polri dan 

penegak hukum di 

indonesia 

Negative 

kinerja POLRI bobrok kinerja polri bobrok Negative 

Testimoni bapak 

Menkopolhukam RI atas kinerja 

POLRI dalam pengamanan Ops 

Ketupat Semeru 

testimoni bapak 

menkopolhukam ri 

atas kinerja polri 

dalam pengamanan 

ops ketupat semeru 

Neutral 

terus maju untuk kinerja POLRI 

ini udah keren tetap Bersama 

Cegah Kejahatan 

terus maju untuk 

kinerja polri ini udah 

keren tetap bersama 

cegah kejahatan 

Positive 

Selalu bangga sama kinerja 

POLRI semangat selalu 

selalu bangga sama 

kinerja polri semangat 

selalu 

Positive 

 

2.3.3 Tokenization: Tokenization splits text into words 

using the tokenize operator in text processing. The 

purpose of tokenization is to group words that 

appear, to let them be processed further in 

subsequent stages [32]. The resulting text after the 

tokenization stage is shown in Table 4. 

 

Table 4. The Outcome of the Tweet Data Tokenization 

Before After Label 
kita kecewa dengan kinerja polri 

dan penegak hukum di indonesia 

kita, kecewa, dengan, 

kinerja, polri, dan, 

penegak, hukum, di, 

indonesia 

Negative 

kinerja polri bobrok kinerja, polri, bobrok Negative 

testimoni bapak 

menkopolhukam ri atas kinerja 

polri dalam pengamanan ops 

ketupat semeru 

testimoni, bapak, 

menkopolhukam, ri, 

atas, kinerja, polri, 

dalam, pengamanan, 

ops, ketupat, semeru 

Neutral 

terus maju untuk kinerja polri 

ini udah keren tetap bersama 

cegah kejahatan 

terus, maju, untuk, 

kinerja, polri, ini, 

udah, keren, tetap, 

bersama, cegah, 

kejahatan 

Positive 

selalu bangga sama kinerja polri 

semangat selalu 

selalu, bangga, sama, 

kinerja, polri, 

semangat, selalu 

Positive 

 

2.3.4 Stemming: In general, sentences on Twitter often 

contain non-standard words that do not follow the 

standard spelling of the Indonesian language. 

Therefore, in this stage, these non-standard words 

were converted to adhere to the Enhanced 

Indonesian Spelling (EYD) and the use of stemming 

was significant as it could help identify the exact 

root words even in different forms, thus enhancing 

the efficiency and accuracy of text analysis overall 

https://creativecommons.org/licenses/by-nc-nd/4.0/
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[33]. The resulting text after the stemming stage is 

shown in Table 5. 
 

Table 5. The Outcome of the Tweet Data Stemming 

Before After Label 
kita, kecewa, dengan, kinerja, 

polri, dan, penegak, hukum, di, 

indonesia 

kita, kecewa, dengan, 

kinerja, polri, dan, 

tegak, hukum, di, 

indonesia 

Negative 

kinerja, polri, bobrok kinerja, polri, bobrok Negative 

testimoni, bapak, 

menkopolhukam, ri, atas, 

kinerja, polri, dalam, 

pengamanan, ops, ketupat, 

semeru 

testimoni, bapak, 

menkopolhukam, ri, 

atas, kinerja, polri, 

dalam, aman, ops, 

ketupat, semeru 

Neutral 

terus, maju, untuk, kinerja, 

polri, ini, udah, keren, tetap, 

bersama, cegah, kejahatan 

terus, maju, untuk, 

kinerja, polri, ini, 

sudah, keren, tetap, 

sama, cegah, jahat 

Positive 

selalu, bangga, sama, kinerja, 

polri, semangat, selalu 

selalu, bangga, sama, 

kinerja, polri, 

semangat, selalu 

Positive 

 

2.3.5 Filter Stopwords: In this step, a filtering process is 

performed to remove stopwords or common words 

that often appear and are usually ignored because 

they are considered insignificant [34]. Examples of 

words included in the stopwords category are 

pronouns, conjunctions, and others. This process 

uses the Filter Stopwords (dictionary) operator, 

referring to a stopwords dataset obtained from 

kaggle.com as a source. The importance of the Filter 

Stopwords in this process must be noted as they help 

ensure that only relevant and meaningful 

information is retained in the text analysis, 

producing more accurate and meaningful results 

[35]. The resulting text after the stopwords filtering 

stage is shown in Table 6. 

 

Table 6. The Outcome of the Tweet Data Filter Stopwords 

Before After Label 
kita, kecewa, dengan, kinerja, 

polri, dan, penegak, hukum, di, 

indonesia 

kecewa, kinerja, polri, 

tegak, hukum, 

indonesia 

Negative 

kinerja, polri, bobrok kinerja, polri, bobrok Negative 

testimoni, bapak, 

menkopolhukam, ri, atas, 

kinerja, polri, dalam, 

pengamanan, ops, ketupat, 

semeru 

testimoni, 

menkopolhukam, ri, 

kinerja, polri, aman, 

ops, ketupat, semeru 

Neutral 

terus, maju, untuk, kinerja, polri, 

ini, udah, keren, tetap, bersama, 

cegah, kejahatan 

terus, maju, kinerja, 

polri, sudah, keren, 

tetap, sama, cegah, 

jahat 

Positive 

selalu, bangga, sama, kinerja, 

polri, semangat, selalu 

selalu, bangga, sama, 

kinerja, polri, 

semangat, selalu 

Positive 

 

2.3.6 Filter Token By Length: The next step is to filter 

words based on word length, where words with 

several letters outside the specified range will be 

removed. In this study, the minimum word length 

was set to four letters, and the maximum word length 

was set to 25 letters using the Filter Tokens (by 

Length) operator. The resulting text after the Filter 

Token By Length stage is shown in Table 7.  

 

Table 7. The Outcome of the Tweet Data Filter Token by Length 

Before After Label 
kecewa, kinerja, polri, 

tegak, hukum, indonesia 

kecewa, kinerja, polri, 

tegak, hukum, indonesia 

Negative 

kinerja, polri, bobrok kinerja, polri, bobrok Negative 

testimoni, 

menkopolhukam, ri, 

kinerja, polri, aman, ops, 

ketupat, semeru 

testimoni, 

menkopolhukam, 

kinerja, polri, aman, 

ketupat, semeru 

Neutral 

terus, maju, kinerja, polri, 

sudah, keren, tetap, sama, 

cegah, jahat 

terus, maju, kinerja, 

polri, sudah, keren, 

tetap, sama, cegah, jahat 

Positive 

selalu, bangga, sama, 

kinerja, polri, semangat, 

selalu 

selalu, bangga, sama, 

kinerja, polri, semangat, 

selalu 

Positive 

 

3 RESULT AND DISCUSSION 

3.1 TF-IDF Weighting 

After the preprocessing stage, the next step is to assign 

word weights using the TF-IDF method. This method 

determines the data value based on the frequency of word 

occurrences in the documents [36]. The frequency of each 

word's appearance in the document is calculated and then 

weighted based on the occurrence against the total number of 

documents containing that word. This process uses the 

Process Documents from Data operator, which applies the 

TF-IDF method. A representation of the TF-IDF weighting 

process is shown in Fig. 3. 

The researcher also pictured the data from the TF-IDF 

weighting results by creating a word cloud to display the 20 

most frequently occurring words. In Fig. 4 the word "polisi" 

dominates with a frequency of 1430, followed by "Indonesia" 

with 1313, and "POLRI" with 1224 occurrences. 

 

3.2 Data Splitting 

The division of training and testing data in sentiment 

analysis is a crucial step in evaluating the model accurately. 

The standard ratio commonly used in data division is 80:20. 

In this ratio, 80% of the data were allocated for training the 

model. In comparison, the remaining 20% was reserved for 

assessing the model's performance. In the previous labeling 

stage, out of 1285 data points, 1028 labeled data were 

assigned as training data, while the remaining 257 unlabeled 

data were designated as testing data. These training data were 

then employed to train the model using Naïve Bayes and 

KNN methods. Subsequently, the labeled training data were 

combined with the prediction results from the testing data to 

determine the overall sentiment of the dataset.  

https://creativecommons.org/licenses/by-nc-nd/4.0/
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Figure 3. Words after tf-idf weighting 

 

 

Figure 4. Data visualization in word cloud form  

 

Several vital stages involve various operators in the 

workspace in the data training modeling process using 

RapidMiner Studio. Fig. 5 demonstrates the use of operators 

for the Naive Bayes algorithm. The initial stage begins with 

the "Process Document from Data" operator in the data 

preprocessing. This operator is then connected to the Naive 

Bayes algorithm. Subsequently, the output from this 

algorithm is stored using two "Store" operators. The first 

"Store" operator, renamed "Store Model," saves the model 

generated by the Naive Bayes process. The second "Store" 

operator, "Store Training Data," saves the training data used 

in this process. 

Fig. 6 shows that a similar process is applied to the KNN 

algorithm. The stages start with the "Process Document from 

Data" operator for data preprocessing, which is then 

connected to the KNN algorithm. The output from the KNN 

algorithm is also stored using two "Store" operators. The first 

operator, named "Store Model," is used to save the model 

generated by the KNN algorithm. The second operator, "Store 

Training Data," saves the processed training data. 

 

Figure 5. Data modeling operators in the Naive Bayes algorithm 

 

 

Figure 6. Data modeling operators in the Naive Bayes algorithm 

 

3.3 Algorithm Implementation  

The Naïve Bayes method was implemented as shown in 

Fig. 7. It commences with the "Read CSV" operator to access 

the prepared CSV file, followed by the connection to the 

"Filter Example" operator. This operator is configured with 

the "is missing" option to extract and process sentiment data 

that is still unlabeled or vacant in the training dataset. 

Subsequently, to facilitate data processing, the "Nominal to 

Text" operator is employed to enable the "Process Document 

from Data" operator to read and process data, with the 

parameter set to "TF-IDF" under the "vector creation" option. 

The "Union" operator also merges the test data with the 

previously constructed training data. Following this, 

reconnection to the "Filter Example" operator is established 

with the condition "is missing" to address the unlabeled 

sentiment texts for testing and processing. The "Replace 

Missing Value" operator addresses data processing gaps with 

the default condition set to "zero" to prevent system confusion 

with empty data values. Finally, the "Apply Model" operator 

is incorporated to store and display the resulting sentiments 

generated from the Naïve Bayes processing. 

Next, the processing of the Naive Bayes algorithm which 

the results are given in Fig. 8. It displays the number of 

negative, neutral, and positive sentiments from the data. In 

Fig. 8, 1285 data have been examined using Naïve Bayes. The 

results show that positive sentiments form 43.6% or 560 

tweets, while neutral sentiments are 38.1% or 489 tweets; on 

the other hand, negative sentiments make up 18.4% or 238 

tweets. 

https://creativecommons.org/licenses/by-nc-nd/4.0/
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Figure 8. Percentage of sentiment results with Naive Bayes 

 

Then, the KNN method shown in Fig. 9 is implemented. 

It is done using the "Read CSV" operator to read the prepared 

CSV file and then connecting it to the "Filter Example" 

operator. This operator is set to the "is missing" option to 

handle sentiments that are still empty or unlabeled in the 

training data, which will be taken and processed. 

Furthermore, to process the data, the "Nominal to Text" 

operator is required so that the "Process Document from 

Data" operator can read and process the data with the 

parameter set to "TF-IDF" in the "vector creation" option. The 

"Union" operator also merges the data to be tested with the 

created training data. Afterwards, a connection is made with 

the "Filter Example" operator with the condition "is missing" 

to handle empty sentiment texts that will be tested and 

processed. To fill in the gaps during data processing, the 

"Replace Missing Value" operator with the default condition 

"zero" is required so that the system is not confused by empty 

data values. Finally, the "Apply Model" operator is added to 

store and display the sentiment results generated from the 

KNN processing. Next, the processed dataset labeled using 

the KNN can be pictured in Fig. 10, to display the number of 

negative, neutral, and positive sentiments from the data.  

In Fig. 10, 1285 data have been examined using KNN. 

The results show that positive sentiments are 41.8% or 537 

tweets, while neutral sentiments are 38.8% or 498 tweets; on 

the other hand, negative sentiments make up 19.5% or 250 

tweets. 

Based on the results, it is evident that the majority of the 

public expresses positive sentiments, followed by neutral 

sentiments, and some negative sentiments. Analysis of 

positive sentiments indicates an appreciation for the 

performance of the POLRI in handling cases and providing 

good public service. This can serve as input for POLRI to 

strengthen positive aspects by maintaining or improving 

effective policies. Meanwhile, neutral sentiments present 

opportunities to enhance the image by identifying 

characteristics that require further attention. Analysis of 

negative sentiments highlights dissatisfaction and complaints 

regarding the lack of professionalism in handling cases and 

unfair treatment in public service by POLRI. This is a basis 

for evaluating and addressing complaints and issues through 

enhanced professionalism training. By using sentiment 

analysis, POLRI can make more accurate and strategic 

decisions to improve its image in the eyes of the public, 

ensuring effective responses to public needs and expectations. 

 

 

Figure 7. Implementing the Naïve Bayes operators for data testing 
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Figure 10. Percentage of sentiment results with KNN 

 

3.4 Evaluation Testing 

After conducting research in the form of sentiment 

analysis on the dataset using the Naïve Bayes and KNN 

methods, the next step is testing with the Confusion Matrix. 

This testing aims to calculate the accuracy rate based on 

evaluation and validation. The Confusion Matrix calculates 

the accuracy rate using three primary parameters: accuracy, 

precision, and recall. Accurate assessment of these metrics is 

essential to understand how well the model distinguishes 

between different sentiment classes, providing insights into 

its effectiveness and reliability. The values obtained from the 

confusion matrix can be used to evaluate the model's 

performance by calculating the algorithm's accuracy, as well 

as the precision, recall and f1-score for each sentiment class 

with Equations 1-4 provide the necessary formulas for these 

performance metrics [37].  

 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒+ 𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑃𝑛𝑒𝑡𝑟𝑎𝑙)

(𝑇𝑜𝑡𝑎𝑙 𝐶𝑎𝑠𝑒𝑠)
   (1) 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
(𝑇𝑃)

(𝑇𝑃+𝐹𝑃)
 (2) 

 𝑅𝑒𝑐𝑎𝑙𝑙 =  
(𝑇𝑃)

(𝑇𝑃+𝐹𝑁)
 (3) 

 𝐹1 𝑠𝑐𝑜𝑟𝑒 =  2 𝑥
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
 (4) 

Subsequently, the accuracy calculation for the Naïve 

Bayes algorithm is performed using the RapidMiner 

application. Fig. 11 shows the operators in calculating the 

Confusion Matrix with the Naïve Bayes algorithm in 

RapidMiner. 

 

 

Figure 11. Operators for calculating confusion matrix on Naive Bayes 

 

The previously created Naive Bayes data model will be 

reconnected with the "Naïve Bayes" and "Apply Model" 

operators. Then, it is concluded with the "Performance" 

operator to present the confusion matrix results as shown in 

Table 8.  

 

Table 8. Confusion Matrix Result with Naive Bayes 

 
Prediction 

Negative 

Prediction 

Neutral 

Prediction 

Positive 

True 

Negative 
194 0 9 

Figure 9. Implementing the KNN operators for data testing 
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394 

True 

Neutral 
0 452 0 

True 

Positive 
0 1 372 

 

From the results shown in Table 8 above, we can also 

see 194 cases considered True Negative. There is a null case 

in the negative sentiment category, considered neutral. There 

are 9 cases of negative sentiment in the harmful sentiment 

category, which is predicted as positive. In the neutral 

sentiment category, there are 452 cases of True Neutral. There 

is a null case in the neutral sentiment category, which is 

predicted as a negative sentiment. There is a null case in the 

neutral sentiment category, which is predicted as a positive 

sentiment. In the positive sentiment category, there are 372 

cases as True Positive. There are 0 cases of positive sentiment 

in the positive sentiment category, which is predicted as 

negative. There is 1 case of positive sentiment in the positive 

sentiment category, which is forecast to be neutral. 

The manual calculation was done to obtain the accuracy, 

recall, precision, and F1-score values for each sentiment with 

the Naive Bayes algorithm. It is as follows: 

 

Accuracy with Naive Bayes: 

𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 194 

𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙 = 452 

𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 372 

𝑇𝑜𝑡𝑎𝑙 𝐶𝑎𝑠𝑒𝑠 = 194 + 0 + 9 + 452 + 0 + 0 + 372 + 0 + 1 

𝑇𝑜𝑡𝑎𝑙 𝐶𝑎𝑠𝑒𝑠 = 1028 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
194+ 452+372

1028
   

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  0.99027 𝑜𝑟 99.03 % 

 

Sentiment Negative with Naive Bayes: 

𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 194 

𝐹𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 0 + 0 

𝐹𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 0 

𝐹𝑁𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 0 + 9 

𝐹𝑁𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 9 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  
(𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)

(𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  
194

194+0
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  1 𝑜𝑟 100%  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  
(𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)

(𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑁𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  
194

194+9
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  0.95566 𝑜𝑟 95.57%  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  2 𝑥
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  2 𝑥
(1 𝑥 0.95566)

(1+ 0.95566)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  2 𝑥
0.95566

1.95566
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 0.97733 𝑜𝑟 97.73% 

 

Sentiment Neutral with Naive Bayes: 

𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙 = 452 

𝐹𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙 = 0 + 1 

𝐹𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙 = 1 

𝐹𝑁𝑛𝑒𝑢𝑡𝑟𝑎𝑙 = 0 + 0 

𝐹𝑁𝑛𝑒𝑢𝑡𝑟𝑎𝑙 = 0 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  
(𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙)

(𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙+𝐹𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙)
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  
452

452+1
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  0.99779 𝑜𝑟 99.78%  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  
(𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙)

(𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙+𝐹𝑁𝑛𝑒𝑢𝑡𝑟𝑎𝑙)
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  
452

452+0
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  1 𝑜𝑟 100%  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  2 𝑥
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 + 𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙)
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𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  2 𝑥
(0.99779 𝑥 1)

(0.99779+ 1)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  2 𝑥
0.99779

1.99779
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑢𝑡𝑟𝑎𝑙 = 0.99889 𝑜𝑟 99.89% 

 

Sentiment Positive with Naive Bayes: 

𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 372 

𝐹𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 9 + 0 

𝐹𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 9 

𝐹𝑁𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 0 + 1 

𝐹𝑁𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 1 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  
(𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

(𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  
372

372+9
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  0.97637 𝑜𝑟 97.64%  

𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  
(𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

(𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑁𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  
372

372+1
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  0.99731 𝑜𝑟 99.73%  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  2 𝑥
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  2 𝑥
(0.97637 𝑥 0.99731)

(0.97637 + 0.99731)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  2 𝑥
0.97376

1.97369
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 0.98673 𝑜𝑟 98.67% 

 

 

The confusion matrix results shown in Table 8 indicate an 

accuracy rate of 99.03% for applying the Naive Bayes 

algorithm. The recall values are 99.73% for positive 

sentiment, 100% for neutral sentiment, and 95.57% for 

negative sentiment. The precision values are 97.64% for 

positive sentiment, 99.78% for neutral sentiment, and 100% 

for negative sentiment. Meanwhile, the F1-score are 98.67% 

for positive sentiment, 99.89% for neutral sentiment, and 

97.73% for negative sentiment. 

Subsequently, the accuracy calculation for the KNN 

algorithm is performed using the RapidMiner application. 

Fig. 12 shows the operators in calculating the Confusion 

Matrix for the KNN algorithm in RapidMiner. The previously 

created KNN data model will be reconnected with the "KNN" 

and "Apply Model" operators and concluded with the 

"Performance" operator to present the confusion matrix 

results as shown in Table 9. 

 

Table 9. Confusion Matrix Result with KNN 

 
Prediction 

Negative 

Prediction 

Neutral 

Prediction 

Positive 

True 

Negative 
185 1 17 

True 

Neutral 
0 450 2 

True 

Positive 
27 1 345 

 

From the results in Table 9 above, we can also find 

185 cases considered as True Negative. There is 1 case of 

negative sentiment in the negative sentiment category, 

considered neutral. There were 17 cases of negative sentiment 

in the harmful sentiment category, which were predicted as 

positive. In the neutral sentiment category, there were 450 

cases of True Neutral. There is a null case in the neutral 

sentiment category, which is predicted as a negative 

sentiment. There are 2 cases of neutral sentiment in the 

neutral sentiment category, which are predicted as positive 

sentiment. In the positive sentiment category, there are 345 

cases as True Positive. There are 27 cases of positive 

sentiment in the positive sentiment category, which are 

predicted as negative. There is 1 case of positive sentiment in 

the positive sentiment category, which is forecast to be 

neutral. 

 

 

 

 

 

 

 Figure 12. Operators for calculating confusion matrix on KNN 

https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/


IJID (International Journal on Informatics for Development), e-ISSN: 2549-7448 

Vol. 13. No. 1, June 2024, Pp. 386-399 

 

 
This article is distributed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License. 

See for details: https://creativecommons.org/licenses/by-nc-nd/4.0/ 

 
 

396 

The manual calculation was also done to obtain the 

accuracy, recall, and precision values for each sentiment from 

the KNN. It is as follows: 

 

Accuracy with KNN: 

𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 185 

𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙 = 450 

𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 345 

𝑇𝑜𝑡𝑎𝑙 𝐶𝑎𝑠𝑒𝑠 = 185 + 1 + 17 + 450 + 0 + 0 + 345 + 27
+ 1 

𝑇𝑜𝑡𝑎𝑙 𝐶𝑎𝑠𝑒𝑠 = 1028 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
185+ 450+345

1028
   

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  0.95330 𝑜𝑟 95.33 % 

 

Sentiment Negative with KNN: 

𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 185 

𝐹𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 0 + 27 

𝐹𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 27 

𝐹𝑁𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 1 + 17 

𝐹𝑁𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 18 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  
(𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)

(𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  
185

185+27
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  0.87264 𝑜𝑟 87.26%  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  
(𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)

(𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑁𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  
185

185+18
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  0.91133 𝑜𝑟 91.13%  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  2 𝑥
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  2 𝑥
(0.87264  𝑥 0.91133)

(0.87264 + 0.91133)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  2 𝑥
0.79526

1.78397
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 0.89156 𝑜𝑟 89.16% 

 

Sentiment Neutral with KNN: 

𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙 = 450𝐹𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙 = 1 + 1 

𝐹𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙 = 2 

𝐹𝑁𝑛𝑒𝑢𝑡𝑟𝑎𝑙 = 0 + 2 

𝐹𝑁𝑛𝑒𝑢𝑡𝑟𝑎𝑙 = 2 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  
(𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙)

(𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙+𝐹𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙)
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  
450

450+2
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  0.99557 𝑜𝑟 99.56%  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  
(𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙)

(𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙+𝐹𝑁𝑛𝑒𝑢𝑡𝑟𝑎𝑙)
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  
450

450+2
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  0.99557 𝑜𝑟 99.56%  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  2 𝑥
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 + 𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  2 𝑥
(0.99557 𝑥 0.99557)

(0.99557+ 0.99557)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  2 𝑥
0.99117

1.99115
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑢𝑡𝑟𝑎𝑙 = 0.99557 𝑜𝑟 99.56% 

 

Sentiment Positive with KNN: 

𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 345 

𝐹𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 17 + 2 

𝐹𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 19 

𝐹𝑁𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 27 + 1 

𝐹𝑁𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 28 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  
(𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

(𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  
345

345+19
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  0.94780 𝑜𝑟 94.78%  

𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  
(𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

(𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑁𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  
345

345+28
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  0.92493 𝑜𝑟 92.49%  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  2 𝑥
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  2 𝑥
(0.94780  𝑥 0.92493)

(0.94780 + 0.92493)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  2 𝑥
0.87665

1.87273
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 0.93622 𝑜𝑟 93.62% 

 

The confusion matrix results in Table 9 indicate an 

accuracy rate of 95.33% for applying the KNN algorithm. 

The recall values are 92.49% for positive sentiment, 99.56% 

for neutral sentiment, and 91.13% for negative sentiment. The 

precision values are 94.78% for positive sentiment, 99.56% 

for neutral sentiment, and 87.26% for negative sentiment. 

Meanwhile, the F1-score are 93.62% for positive, 99.56% for 

neutral, and 89.16%for negative sentiments. 

 

4 CONCLUSION 

From the data collection from Twitter, 1285 data points 

were obtained. Using the Naive Bayes algorithm, the number 

of positive sentiments obtained was 560 data points or 43.6%, 

neutral sentiments amounted to 489 data points or 38.1%, and 

negative sentiments amounted to 236 data points or 18.4%. In 

the implementation of the K-Nearest Neighbors (KNN) 

algorithm, the number of positive sentiments obtained was 

537 data points or 41.8%, neutral sentiments amounted to 498 

data points or 38.8%, and negative sentiments amounted to 

250 data points or 19.5%. From these two algorithms, it can 

be concluded that many people are satisfied with the 

performance of the Indonesian National Police (POLRI), as 

indicated by the high number of positive sentiment points. 

However, some people are still dissatisfied, as seen from the 

negative sentiment points. This can be valuable input for 

evaluation to improve the performance of the police to 

enhance the institution's image. 

The algorithm evaluation testing process using the 

confusion matrix yielded the following results: The 

application of the Naive Bayes algorithm attained an accuracy 

of 99.03%, with recall values of 99.73% for positive 

sentiment, 100% for neutral sentiment, and 95.57% for 

negative sentiment. The precision values obtained were 

97.64% for positive sentiment, 99.78% for neutral sentiment, 

and 100% for negative sentiment. Meanwhile, the F1-score 

are 98.67% for positive sentiment, 99.89% for neutral 

sentiment, and 97.73% for negative sentiment. Using the 

KNN algorithm, an accuracy of 95.33% was achieved, with 

recall values of 92.49% for positive sentiment, 99.56% for 

neutral sentiment, and 91.13% for negative sentiment. The 

precision values obtained were 94.78% for positive 

sentiment, 99.56% for neutral sentiment, and 87.26% for 

negative sentiment. Meanwhile, the F1-score are 93.62% for 

positive sentiment, 99.56% for neutral sentiment, and 

89.16%for negative sentiment. These results indicate that 

both algorithms have a relatively high level of accuracy and 

can be used in the sentiment analysis process. The results of 

this dataset processing may be considered for future decision-

making and innovations by the POLRI, aiming to enhance 

harmonious relations with the Indonesian public. 
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