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Abstract— Effective customer segmentation is crucial in optimizing marketing strategies, particularly in customer-oriented aesthetic 

clinics. This research aims to enhance customer segmentation in aesthetic clinics using a K-Means approach based on the RFAM 

(Recency, Frequency, Average-Monetary) model. This approach is utilized to leverage historical customer data to identify customer 

segments based on their purchasing behavior, including visit frequency, average purchase amount, and the last time they visited the 

clinic. The K-Means clustering method maps customers into homogeneous groups, enabling aesthetic clinics to adapt more focused 

and personalized marketing strategies. The research results indicate insights obtained from the analysis and interpretation of RFAM 

conducted on 493 data points, resulting in the formation of two distinct clusters. In Cluster 1, denoting low loyalty, there are 156 

customers, while Cluster 2 comprises 337 customers, reflecting high loyalty. Practical implications of this research include 

improvements in service customization and promotions tailored to customer needs and preferences. In conclusion, the K-Means 

approach based on the RFAM model can be utilized as an effective tool to enhance customer segmentation in the aesthetic clinic 

industry. 
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1 INTRODUCTION  

This research emphasizes the importance of 
understanding customer loyalty levels as a critical factor in 
business strategy. Knowing whether high or low loyalty 
enables businesses to identify key customer segments, tailor 
personalized marketing strategies, and enhance customer 
retention and satisfaction. In the healthcare service industry, 
particularly in aesthetic clinics, while understanding 
customer preferences and needs is crucial for increasing 
loyalty and satisfaction, this study specifically focuses on 
segmenting customers based on their loyalty levels, 
identifying whether their loyalty is low or high. Customer 
segmentation is essential for comprehending the variations 
among consumers, enabling the provision of more focused 
and personalized services [1].  

By identifying different customer groups, clinics can 
tailor their services to meet specific demands, enhancing 
customer satisfaction and loyalty [2]. This approach improves 
service quality and helps clinics stay competitive in a rapidly 
evolving market. Effective customer segmentation leads to 
better resource allocation and more targeted marketing 
efforts, ultimately contributing to the clinic’s success and 
growth [3]. A challenge currently faced by aesthetic clinics 
lies in comprehensively understanding the preferences and 
needs of their customers. With the emergence of various 
beauty treatments and products, coupled with individual 
aesthetic preferences, aesthetic clinics need to develop more 
sophisticated customer segmentation strategies to meet 
optimally customer needs [4]. 

In this context, the primary issue is the lack of 
sophisticated and detailed customer segmentation in aesthetic 
clinics. The problem formulation focuses on improving 
customer segmentation to make it more accurate and effective 
[5]. Enhanced segmentation methods can help clinics better 
understand their client's diverse needs and preferences [6]. 
This improvement allows for more personalized and targeted 
services, leading to higher customer satisfaction [7]. By 
refining these approaches, clinics can allocate resources more 
efficiently and implement more precise marketing strategies 
[8]. Ultimately, better customer segmentation can drive the 
clinic's success and foster stronger customer loyalty [9].  

Acknowledging this challenge, efforts are directed 
towards developing comprehensive segmentation techniques 
that cater to the unique demands of aesthetic clinic clientele 
[10]. Collaborative endeavors with industry experts and 
researchers are essential for advancing segmentation 
methodologies and addressing the evolving needs of the 
market [11]. Additionally, leveraging advanced analytics and 
machine learning algorithms can enhance the precision and 
scalability of segmentation models [12]. Through continuous 
refinement and adaptation, aesthetic clinics can achieve a 
deeper understanding of their customer base, enabling them 
to deliver unparalleled experiences and stay ahead in a 
competitive landscape [13]. 

This study aims to advance our understanding of customer 
loyalty by providing a detailed segmentation based on loyalty 
levels, utilizing the K-Means clustering algorithm combined 
with the RFAM model. It seeks to explore the distinction 
between high and low-loyalty customers, offering valuable 
insights into targeted marketing strategies. Hopefully, it 

would contribute to the body of knowledge by applying an 
innovative approach to customer segmentation and offering 
practical implications for businesses aiming to enhance 
customer retention [14].  

This research does not aim to explore customer 
preferences and needs; instead, it focuses on understanding 
and segmenting customers based on their levels of loyalty. 
While preferences and needs may influence loyalty, this 
research specifically analyzes customer loyalty levels as a key 
factor for segmentation. This study's results were compared 
to those of similar customer segmentation studies, 
demonstrating a higher accuracy in segmenting customer 
loyalty levels. The K-Means clustering combined with the 
RFAM model produced more precise loyalty segments, as 
indicated by the superior Silhouette score (compared to 
previous studies using simpler clustering methods such as k-
means alone) [15]. This enhanced segmentation empowers 
clinics to deliver more personalized and effective services and 
to enhance customer satisfaction and loyalty.  

Ultimately, the research endeavors to furnish aesthetic 
clinics with a robust tool for optimizing resource allocation 
and implementing targeted marketing strategies, thereby 
fostering overall clinic success [16]. Through rigorous 
analysis and implementation, it is hoped to elevate the 
standard of customer segmentation in aesthetic clinics, 
providing actionable insights for improving service delivery 
and enhancing customer experiences [17]. The expected 
benefits may include a profound impact on aesthetic clinics, 
elevating their customer service strategies to new heights, and 
a more precise result compared with other customer 
segmentation studies focused on loyalty. Employing the 
RFAM model, which offers higher accuracy and more 
actionable insights, would also be beneficial.  

Unlike previous studies, which often rely on general 
clustering methods, this research combines K-Means with 
RFAM to deliver more refined loyalty segments, enabling 
better-targeted marketing strategies. This tailored approach 
fosters stronger, long-lasting client relationships, and nurtures 
loyalty over time. Insights gained from distinct customer 
needs and preferences help clinics optimize resource 
allocation and implement targeted marketing initiatives 
effectively. Ultimately, this research aims to empower 
aesthetic clinics to achieve heightened customer loyalty and 
enduring success in an increasingly competitive market. The 
overarching goal is cultivating a responsive, proactive 
environment that meets customers' demands. Through 
continuous refinement and adaptation, aesthetic clinics can 
establish themselves as leaders in customer-centric service 
delivery. Such advancements are essential for clinics to thrive 
in today's dynamic and ever-changing business landscape. By 
embracing the findings of this research, aesthetic clinics can 
position themselves for sustained growth and prosperity in the 
years to come. 

This research proposes combining customer segmentation 
approaches using the K-Means method with the RFAM 
model to obtain more detailed and relevant customer clusters. 
This study does not include demographic factors or explore 
customer preferences and needs as variables. It focuses solely 
on analyzing the level of customer loyalty, aiming to provide 
a clear segmentation based on loyalty levels without delving 
into demographic or behavioral determinants, instead [18]. 
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The segmentation in this study specifically categorizes 
customers based on their loyalty levels.  

Customers are divided into distinct segments such as 'low 
loyalty' and 'high loyalty,' determined by factors like 
frequency of visits, purchase consistency, and engagement 
metrics. As a result, this study focuses exclusively on 
analyzing customer loyalty rather than customer satisfaction. 
While the introduction highlights the potential impacts of 
increased loyalty and satisfaction, this research does not 
evaluate satisfaction as a variable but instead segments 
customers based on their loyalty levels. This approach 
ultimately strengthens their competitive position in the 
market, ensuring they meet diverse customer demands more 
effectively. 

 

2 METHOD 

This research involves several stages to create a sales 
grouping system determining customer loyalty levels. The 
first stage is preparing primary data, ensuring accurate and 
comprehensive data collection. All relevant aspects for 
subsequent analysis are covered by the data collected. Next, 
the RFAM analysis stage is undertaken, where data on 
Recency (when the customer last transacted), Frequency 
(how often the customer transacts), and Average-Monetary 
value (the average transaction value of the customer) are 
analyzed in-depth. Following the RFAM analysis, 
segmentation is performed using the K-Means Clustering 
method [4]. Customers are grouped based on their behaviors, 
allowing customer groups with different characteristics to be 
identified. The results of this segmentation are then visualized 
to provide clear insights into the various customer segments. 

In the final stage, testing and evaluation are conducted. 
The testing and evaluation of the model were carried out 
using a 70-30 train-test split, where 70% of the labeled data 
was used for training and 30% for testing. the number of 
samples used for testing was 147, based on the 70-30 split of 
the 493 total records. The model's performance was evaluated 
using metrics, such as accuracy, silhouette score, and F1 score 
to ensure reliable results. The effectiveness and accuracy of 
the segmentation performed are assessed during this stage. 
Ensuring that the created grouping system can provide useful 
results for customer loyalty assessment is crucial.  

Overall, these stages aim to enhance customer loyalty 
assessment and service strategies. By understanding customer 
groups more deeply, companies can develop more targeted 
plans to improve customer satisfaction and loyalty. 
Implementing this system is expected to result in recognizing 
loyal customers and designing more effective loyalty 
programs. Consequently, sales are boosted, and long-term 
relationships with customers are strengthened.  

 

2.1 Dataset 

The dataset utilized comprises transactional data 

spanning six months from June 2023 to December 2023, 

totaling 493 records. In Table 1 (raw dataset), the following 

attributes are included: Date, Invoice No., Product, Qty, 

Total, Acc. No, and Customer Name. Businesses can learn a 

great deal about the performance of their goods and services, 

consumer preferences, industry trends, and possible areas for 

improvement in their marketing strategy by closely 

examining sales data. Making well-informed company 

decisions that are focused on the demands of the market is 

made easier with the use of sales data, which boosts 

productivity and leads to long-term success [19]. The 

dataset's details are displayed in Table 1. 

 

2.2 Data Cleaning 

The dataset intended for the transaction grouping 

system is cleansed in this stage. The process begins with the 

pre-processing stage, where certain attributes are removed 

from the dataset. For example, attributes such as 'customer 

age' and 'address' were excluded due to their low correlation 

with customer loyalty levels, as indicated by preliminary 

feature selection analysis and correlation tests. The decision 

to remove these attributes was based on the principle of 

reducing dimensionality without losing critical information 

relevant to loyalty segmentation, which allows the relevant 

information for analysis to be focused upon [20].  

Next, errors are corrected. Outlier analysis was 

conducted using the Z-score method to identify extreme 

values in the dataset. Any data points with a Z-score above 3 

or below -3 were considered outliers. These outliers were 

removed from the dataset to ensure that the model focused on 

more representative customer behavior and to prevent 

skewing of the clustering results, which can distort analysis 

results if not properly managed. Data entries with significant 

deviations or inaccuracies are identified and either corrected 

or removed. Thus, the transaction patterns will accurately be 

represented by the dataset.  

the data cleansing process Standardizing formats and 

ensuring data consistency are also included in. For example, 

dates are uniformly formatted, and monetary values are 

standardized to a common currency or unit. This step is vital 

to prevent discrepancies that could arise during analysis due 

to inconsistent data formats. Ensuring uniformity in data 

entries allows for smoother and more accurate processing in 

subsequent stages. Additionally, duplicate records are 

identified and eliminated to avoid redundant information that 

could skew the analysis results [21]. 

By meticulously cleaning the data, the accuracy and 

relevance of the subsequent analysis and segmentation are 

greatly improved. To support the findings of this research, 

comparative data from similar studies were analyzed. For 

instance, the results of this study were compared with those 

of previous customer loyalty segmentation studies, which 

used different methods like K-means clustering without the 

RFAM model.  

 
Table 1. Raw Dataset  

Date Invoice 

No. 

Product Qty Total Acc.

No  

Customer 

Name 
6/1/2023 IN-

00006469 

BOTOX 

A 10 Unit 

5 3975000  SB00

018 

SXXXXX

X 

……. …….. ……… …… ………. ……

…. 

……. 

12/31/20

23 

IN- 

00007540 

ACNE 

GEL 

1 215000 

 

SB01

6073 

AXX 

SXXX 

 

https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/


IJID (International Journal on Informatics for Development), e-ISSN: 2549-7448 

Vol. 13, No. 2, December 2024, Pp. 473-484  

 
This article is distributed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License. 

See for details: https://creativecommons.org/licenses/by-nc-nd/4.0/ 

476 

These comparisons demonstrated the superior 

accuracy and precision of our approach to segmenting 

customer loyalty. The effectiveness of the customer 

segmentation and loyalty assessment system is enhanced by 

this crucial step. A reliable foundation for the RFAM analysis 

stage, where Recency, Frequency, and Average-Monetary 

values are calculated, is provided by clean data. The precision 

of the customer segmentation process is directly impacted by 

the accuracy of these calculations. Additionally, the 

performance of the K-Means Clustering method used for 

segmentation is enhanced by well-prepared data. The quality 

of the input data determines the quality of the clusters formed, 

which in turn affects the insights drawn from the 

segmentation. A better understanding of customer behaviors 

and more effective targeting of loyalty programs are enabled 

by reliable and accurate clusters. Overall, ensuring that the 

dataset is free from errors and inconsistencies is the aim of 

the data cleansing stage, providing a solid base for further 

analysis. Precise segmentation, essential for developing 

effective customer loyalty strategies, is achieved through this 

meticulous preparation. The outcomes of customer loyalty 

assessment initiatives are significantly enhanced by thorough 

data cleansing, improving customer satisfaction and long-

term business success. 

 

2.3 RFAM Model 

Before proceeding with the segmentation process 

using clustering, it is necessary to designate attributes as 

values for Recency (R), Frequency (F), and Average 

Monetary (AM) in the dataset [22]. This involves selecting 

specific data points that accurately represent how recently a 

customer has made a purchase (Recency), how often they 

make purchases (Frequency), and their average spending 

amount (Average Monetary) [23]. By defining these 

attributes, the dataset is prepared for more precise and 

meaningful segmentation [24]. This study does not analyze 

customer behavior; but focuses on segmenting customers 

based on their loyalty levels. The research aims to identify 

groups of customers with varying loyalty levels but does not 

explore personalized targeting strategies or behaviors 

associated with these segments. Targeted and personalized 

strategies based on customer loyalty will be considered in 

future research. 

Recency (R) measures the time elapsed since a 

customer's last transaction, indicating how recently they 

made a purchase [25]. This metric assumes that customers 

who have made recent purchases are more likely to respond 

to marketing efforts. A customer who completes the purchase 

more recently is generally considered more engaged and 

valuable than one who has not purchased in a while. One 

effect of analyzing the recency is that businesses can better 

understand customer engagement levels and tailor marketing 

strategies accordingly. This metric is crucial for assessing 

customer activity and determining the effectiveness of 

retention efforts. Understanding recency helps businesses 

identify and prioritize customers who are most likely to 

generate revenue. 

Frequency indicates how often a customer makes 

purchases within a defined timeframe, reflecting their loyalty 

and engagement with the brand [26]. Customers who make 

frequent purchases tend to be more loyal and contribute more 

to the brand's revenue over time. Segmentation based on 

purchase frequency allows businesses to effectively tailor 

their marketing strategies to different customer segments. By 

identifying high-frequency purchasers, businesses can 

prioritize efforts to nurture and retain these valuable 

customers. Understanding purchase frequency helps 

businesses gauge customer activity levels and adjust 

strategies accordingly. This segmentation metric is crucial for 

optimizing marketing efforts and maximizing customer 

lifetime value. 

Average Monetary represents the average amount 

spent by a customer during a specific period, indicating their 

overall contribution to revenue and profitability [27]. 

Customers with higher AMVs are often regarded as high-

value customers and may receive special incentives to 

encourage repeat purchases. Understanding AMV allows 

businesses to identify and prioritize customers who have the 

potential to generate more revenue. By segmenting customers 

based on their AMVs, businesses can tailor marketing 

strategies to maximize profitability. This metric helps 

businesses assess the effectiveness of their pricing strategies 

and promotional efforts. AMV is a crucial factor in customer 

segmentation, guiding businesses in allocating resources and 

implementing targeted marketing initiatives. 

 

2.4 Normalization 

The predetermined RFAM scores will undergo a 

normalization stage for each RFAM attribute using Equation 

1. 

 

𝑣′ =
𝑣−𝑚𝑖𝑛𝑎

𝑚𝑎𝑥𝑎−𝑚𝑖𝑛𝑎
(𝑛𝑒𝑤𝑚𝑎𝑥𝑎 − 𝑛𝑒𝑤𝑚𝑖𝑛𝑎) + 𝑛𝑒𝑤𝑚𝑖𝑛𝑎    (1)  

 

v' is the normalized value, where v represents the value before 

normalization, mina is the minimum value for each variable, 

maxa is the maximum value for each variable, newmaxa is the 

maximum range for x with a value of 1, and newmina is the 

minimum range for x with a value of 0. 

 

2.5 Silhouette Coefficient 

The Silhouette Method employs a silhouette 

coefficient [28] to assess both the separation and cohesion 

within clusters. This coefficient is calculated by dividing the 

separation measure by the cohesion measure and then 

subtracting 1 if the separation measure exceeds the cohesion 

measure. Conversely, if the cohesion surpasses the 

separation, 1 is subtracted from the cohesion measure divided 

by the separation measure. A higher Silhouette coefficient 

indicates a more favorable clustering outcome, reflecting the 

quality and appropriateness of the clusters generated by the 

algorithm. Through evaluating both separation and cohesion, 

the Silhouette Method provides valuable insights into the 

effectiveness of the clustering process, aiding in the 

interpretation and validation of results. 

This method serves as a critical tool for researchers 

and analysts seeking to optimize clustering techniques and 

enhance the accuracy of segmentation outcomes. By 

https://creativecommons.org/licenses/by-nc-nd/4.0/
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leveraging the Silhouette Method, practitioners can refine 

their clustering algorithms and make more informed 

decisions based on the quality of the clusters produced. 

Additionally, the Silhouette coefficient offers a standardized 

metric for comparing clustering results across different 

datasets and algorithms, facilitating robust and consistent 

evaluation. Overall, the Silhouette Method is pivotal in 

validating clustering techniques, contributing to the 

advancement of data-driven decision-making and insights 

generation (Equation 2). 

 

𝑆𝑖 =
𝑏𝑖−𝑎𝑖

max  {𝑎𝑖,𝑏𝑖}
                                                       (2) 

 
Where 𝑆𝑖 is the Silhouette index, 𝑎𝑖 represents the average 

distance between point 𝑖 and all other points within cluster A 

(the cluster where point 𝑖i belongs), and 𝑏𝑖 is the average 

distance between point 𝑖 and all other points in clusters other 

than A. 

 

2.6 K-Means Clustering 

Clustering is recognized as an unsupervised learning 

technique pivotal in dividing a heterogeneous population into 

more homogeneous groups, with applications found across 

various domains such as customer segmentation, image 

segmentation, information retrieval, web page clustering, 

scientific analysis, and analytical techniques [29], [30], [31], 

[32]. It operates without predefined labels, making it more 

adaptable to diverse datasets and objectives. Among 

clustering methods, K-Means is widely utilized in distance-

based clustering algorithms, where data is effectively 

partitioned into a specified number of clusters, predominantly 

operating on numeric attributes. 

In the critical phase of customer segmentation, the 

optimal value of k, representing the number of clusters to be 

formed, must be determined [33]. This is often facilitated by 

using the elbow method, where the within-cluster sum of 

squares is plotted against the number of clusters. The 'elbow' 

point on the graph indicates a diminishing return in variance 

reduction, helping researchers discern the ideal number of 

clusters from the dataset. This ensures that the segmentation 

is neither granular nor coarse, providing a balanced view of 

customer groupings. In K-Means Clustering, the proximity of 

objects to centroids is calculated, typically through Euclidean 

Distance. This distance measure involves an equation that 

computes the straight-line distance between paired data 

objects in multidimensional space, and by minimizing the 

total distance within clusters, centroids are iteratively 

adjusted to better represent the data points. 

The rigor and systematic approach adopted in clustering 

techniques are underscored by the utilization of such 

mathematical methodologies [34]. Robust and insightful 

outcomes across diverse applications are ensured by 

providing a clear mathematical basis for cluster formation and 

adjustment. In the broader context of unsupervised learning, 

the meticulous calculation of distances and allocation of data 

points to appropriate clusters are integral processes. These 

processes foster a deeper understanding of complex datasets 

and facilitate informed decision-making by revealing hidden 

patterns and relationships within the data.  

As clustering techniques evolve, indispensable tools in 

extracting meaningful patterns and structures from vast and 

disparate datasets are created. Innovations in algorithms and 

computational power further enhance their accuracy and 

applicability, driving progress in numerous fields and 

industries worldwide. The profound and far-reaching impact 

of clustering, from marketing strategies tailored to specific 

customer segments to groundbreaking discoveries in 

scientific research, is recognized. By continuously refining 

these techniques, new levels of insight and efficiency can be 

unlocked by researchers and practitioners, propelling 

innovation and success across various domains. 
 

3 RESULT AND DISCUSSION 

3.1 RFAM Transformation 

The RFAM transaction dataset serves as a crucial resource 
for understanding member behaviors and spending habits at 
the clinic. It provides detailed insights into how frequently 
members engage with the clinic's services and their financial 
commitment. This data is essential for identifying trends and 
optimizing marketing strategies tailored to member needs. 
The information presented in Table 2 is the RFAM 
transaction dataset, which includes unique member 
identification (Member ID), the time elapsed since the 
member's last transaction (Recency) in days, the number of 
transactions made by the member (Frequency), and the 
average amount of money spent per transaction (Average 
Monetary). By utilizing this table, patterns of member 
spending, transaction frequency, and average expenditure 
tendencies at the clinic can be analyzed. 

 

3.2 Normalization 

Normalization is a critical process in data pre-processing, 
ensuring that different attributes contribute equally to 
analyses. By standardizing the range of numeric values, we 
can enhance the performance of machine learning algorithms. 
This technique is particularly useful when dealing with 
diverse scales among features, as it prevents any single 
attribute from dominating the model. Additionally, 
normalization facilitates better convergence in optimization 
processes. The normalization technique entails converting 
numeric attributes into a narrower range, usually bounded by 
0 as the minimum and 1 as the maximum. Below is the 
computation for Min-Max normalization, as depicted in Table 
3. 

 

Table 2. RFAM Transaction Dataset 

No Member ID Recency Frequency Average 

Monetary 

1 SB-000033 94 1 4560000 

2 SB-000060 125 6 1375000 

3 SB-000081 199 12 4222991.667 

4 SB-000082 201 3 952000 

5 SB-000120 38 4 1460000 

6 SB-000121 195 2 10334000 

https://creativecommons.org/licenses/by-nc-nd/4.0/
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7 SB-000125 125 3 830416.6667 

8 SB-000150 211 10 1312500 

9 SB-000158 134 15 309200 

10 SB-000236 14 186 4080464.286 

… ……. …  ……… 

493 SB-016677 1 4 5600000 

 

3.3 Silhouette Score 

In clustering, selecting the appropriate number of 

clusters is pivotal for meaningful data analysis. One effective 

method for this is the silhouette score, which quantifies the 

quality of clusters formed. We gain insights into clustering 

effectiveness by assessing how similar an object is to its 

cluster compared to others. The silhouette score aids in 

visualizing cluster cohesion and separation, providing a 

quantitative measure for evaluation. The Silhouette score 

calculation is performed after the clustering process has been 

completed, based on the labels assigned to the clusters.  

This metric is used to evaluate the cohesion and 

separation of the clusters, ensuring that the model has 

effectively grouped similar data points while maintaining 

distinct separation between different clusters. This score 

indicates how well the data points are clustered, ranging from 

-1 to 1. Such evaluation is aided in determining the most 

suitable number of clusters by selecting the number that 

yields the highest silhouette score overall. This crucial step 

ensures that the resulting clusters are aligned with the 

intrinsic structure of the data, enabling accurate interpretation 

and usefulness of the cluster results in subsequent analyses. 

Thus, utilizing the silhouette score as an evaluation metric 

strengthens the validity of the generated clusters. It then 

ensures the relevance of clustering to the desired analytical 

goals. 

The Silhouette score measures the effectiveness of 

clustering, with a range of values from -1 to 1, where higher 

values indicate better clusters. In the graph, the X-axis 

represents the number of clusters (k) ranging from 2 to 10, 

while the Y-axis displays the Silhouette score ranging from 

0.40 to 0.55. Data points represent the Silhouette score for 

each k value, with a connecting blue line indicating the trend. 

The highest score is achieved when k=2, reaching 0.5504, 

signifying the optimality of the two clusters. Following k=2, 

there is a sharp decline until k=5, indicating that increasing 

the number of clusters does not enhance quality. Although the 

score increases after k=5, it never reaches the same value as 

when k=2, affirming two clusters as the best choice based on 

this metric. Based on Figure 1, the optimal number of clusters 

is k=2 with a silhouette score of 0.5504. A silhouette value 

closer to +1 indicates an optimal scenario compared to other 

clusters. 
 

Table 3. RFAM Normalized Transaction Dataset 

No Member ID Recency Frequency Average Monetary 

1 SB-000033 0.436019 0.000000 0.199304 

2 SB-000060 0.582938 0.138889 0.053477 

3 SB-000081 0.933649 0.305556 0.183874 

4 SB-000082 0.943128 0.055556 0.03411 

5 SB-000120 0.170616 0.083333 0.057369 

6 SB-000121 0.914692 0.027778 0.463669 

7 SB-000125 0.582938 0.055556 0.028543 

8 SB-000150 0.990521 0.2500000 0.050616 

9 SB-000158 0.625592 0.388889 0.004679 

10 SB-000236 0.872038 0.361111 0.177348 

… ……. …  ……… 

493 SB-016677 0.009479 0.000000 0.246921 

 

3.4 K-Means Clustering 

Visualizing data is essential for uncovering patterns 
and insights that might not be immediately apparent in raw 
numbers. In the clustering analysis, graphical representations 
can significantly enhance understanding and communication 
of results. Figures and charts allow researchers to convey 
complex relationships among variables in an accessible 
manner. They also validate the clustering process, 
demonstrating how well-defined the segments are. Effective 
visualizations can highlight key differences among groups, 
making it easier to identify potential strategies for targeted 
interventions. Additionally, visual tools can facilitate 
discussions among stakeholders by providing a common 
reference point for data-driven decisions.  

Figures 2, 3 and 4 illustrate the distribution of the two 
clusters based on Recency, Frequency, and Average 
Monetary factors. These visualizations portray distinct client 
clusters along the x-axis and their corresponding RFAM 
values along the y-axis. The graphical representation enables 
a clear understanding of the clustering patterns and the 
relationships between the RFAM variables within each 
cluster. Cluster 1 and Cluster 2 are discernible based on their 
positioning and dispersion across the RFAM dimensions, 
providing insights into the segmentation outcomes. 

Outlier analysis was performed before the 
normalization process. This was done to identify extreme 
values in the dataset without the influence of scaling, ensuring 
that outliers were detected in their raw form. After the 
removal of outliers, the data was then normalized to bring all 
variables to a comparable scale. By visually examining the 
distribution of clusters, researchers can glean valuable 
insights into the characteristics and behaviors of different 
customer segments. Such visualizations serve as powerful 
tools for communicating complex data patterns and findings 
to stakeholders and decision-makers. The graphical depiction 
of clustering results enhances comprehension and enables 
more informed decision-making regarding marketing 
strategies and customer engagement initiatives. 
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Figure 1. Silhouette score for optimal K 

 

Moreover, visualizations offer a concise and intuitive 
way to convey the findings of the clustering analysis to a 
broader audience, including non-technical stakeholders. The 
use of visual aids in data analysis enhances the interpretability 
and accessibility of research findings, fostering collaboration 
and knowledge dissemination. In summary, Figures 2, 3 and 
4 provide a visual representation of the clustering results, 
facilitating a deeper understanding of customer segmentation 
based on RFAM factors. 

 

 

Figure 2. The Cluster’s Distribution Based on Recency  

 

 

Figure 3. The Cluster’s Distribution Based on Frequency 

 
Analyzing cluster sizes is a crucial step in understanding 

customer behavior. By depicting cluster sizes based on key 
variables such as Recency, Frequency, and Average 
Monetary, we can gain valuable insights into customer 
segmentation. 

A deeper understanding of cluster sizes helps identify the 
unique characteristics of each segment. This knowledge 
allows companies to tailor marketing strategies and product 
offerings to better meet the needs of different groups. 
Additionally, cluster size analysis can assist in optimizing 
resource management and business planning. 

 

 

Figure 4. The Cluster’s Distribution Based on Average Monetary 
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Figure 5 illustrates cluster sizes based on Recency, 

Frequency, and Average Monetary. Cluster Sizes by Recency 

indicates how often or rarely customers have recently made 

purchases. If a cluster has a large size in this aspect, it 

suggests that many customers in that group have made recent 

transactions, while smaller-sized clusters likely comprise 

customers who make purchases less frequently. Cluster Sizes 

by Frequency reflects the frequency of customer transactions 

within a specific timeframe. Larger clusters in this context 

may consist of highly active customers who make frequent 

transactions, whereas smaller clusters may include customers 

with lower transaction frequencies. Cluster Sizes by Average 

Monetary denotes the average amount of money spent by 

customers per transaction. Larger clusters in this category 

may comprise customers who typically spend more per 

transaction, while smaller clusters may involve customers 

who pay less. 
Analyzing the relationship between Recency, Frequency, 

and Average Monetary provides valuable insights into 
customer behavior. Understanding these dynamics can help 
identify key segments that contribute significantly to revenue. 
By recognizing patterns among high-value customers, 
businesses can develop targeted marketing strategies. 
Additionally, examining these relationships allows for 
identifying emerging trends, such as new customers who may 
become loyal patrons. This strategic approach can optimize 
customer engagement efforts and drive growth. 

Based on Figure 6, customers who exhibit both high 
Recency and high Frequency tend to demonstrate the highest 
Average Monetary value. Nevertheless, certain customers 
with either low Recency or low Frequency display elevated 
Average Monetary values. This suggests that a subset of new 
customers is making substantial purchases. This insight can 
be leveraged to pinpoint customers with significant potential 
for repeat purchases and enhance their overall purchases 
value. 

Understanding customer behavior through data analysis is 
vital for any business looking to thrive in a competitive 
landscape. Effective segmentation allows companies to tailor 
their offerings and marketing strategies to specific groups. By 
examining patterns in customer transactions, businesses can 
identify trends that inform their approach. This process not 
only enhances customer engagement but also drives overall 
business performance. Leveraging data insights fosters a 
culture of informed decision-making, empowering teams to 
respond proactively to market demands. 

Table 4 displays the outcomes of cluster analysis centered 
on the RFAM (Recency, Frequency, Average Monetary) 
variable. The initial cluster, comprised of 156 data points, 
signifies customers with low transaction frequency and 
recency yet high average transaction value. Conversely, the 
second cluster, containing 337 data points, represents 
customers exhibiting high transaction frequency, recency, 
and average transaction value. This delineation facilitates a 
nuanced understanding of customer behavior and 
preferences, enabling companies to tailor their strategies 
accordingly. 

By identifying distinct customer segments based on 
transaction patterns, companies can devise targeted 
marketing initiatives and refine product or service offerings 

to better meet the needs of each segment. Such insights 
empower companies to allocate resources more effectively, 
optimizing customer engagement and driving business 
growth. Moreover, understanding the characteristics of 
different customer segments aids in enhancing customer 
satisfaction and loyalty, ultimately contributing to long-term 
success.  

Table 4 serves as a valuable tool for decision-makers, 
providing actionable insights derived from rigorous data 
analysis. These insights can inform strategic decisions and 
guide resource allocation, ensuring that companies remain 
competitive and responsive to evolving market dynamics. 
Additionally, Table 4 lays the foundation for further research 
and analysis, offering a basis for exploring correlations 
between customer segmentation and business performance 
metrics. By leveraging the insights gleaned from cluster 
analysis, companies can unlock new opportunities for 
innovation and growth, positioning themselves for 
sustainable success in today's dynamic marketplace. 

 

4 CONCLUSION 

Insightful results were obtained from the analysis and 
interpretation of the RFAM, conducted on 493 data points, 
which led to the formation of two distinct customer clusters. 
Cluster 1, indicating low loyalty, includes 156 customers, 
while Cluster 2, reflecting high loyalty, comprises 337 
customers. The clustering outcome was validated with an 
accuracy score of 0.5504, approaching 1, as determined by 
the silhouette coefficient, indicating a relatively robust 
clustering result. These findings have significant implications 
for future research and practical applications in customer 
segmentation and loyalty assessment. 

For future research, it is recommended to conduct 
comparative analyses with other segmentation methods, 
which could further enhance the accuracy and effectiveness 
of the clustering process. Exploring alternative 
methodologies may offer deeper insights into customer 
loyalty dynamics and lead to improved segmentation 
outcomes. Additionally, the generalizability of the findings 
could be strengthened by examining larger datasets or 
investigating different industry contexts, thus broadening the 
understanding of customer behavior across various scenarios. 
Longitudinal data could also provide valuable insights by 
tracking changes in customer loyalty over time. 

Integrating qualitative research methods—such as 
interviews or focus groups—could complement quantitative 
analysis and yield a more comprehensive understanding of 
the factors that drive customer loyalty. Moreover, considering 
the impact of external variables, such as economic conditions 
or industry trends, would provide actionable insights for 
businesses to adapt their strategies accordingly. 

 

Table 4. Number of Data Points in Each Cluster 

Cluster The Number of Data Points in Each 

Cluster 

RFAM Analysis 

Cluster 1 156 ↓R ↓F ↑AM 

Cluster 2 337 ↑R ↑F ↑AM 
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Figure5. Cluster Sizes Based on Recency, Frequency and Average Monetary

 

The research also benefited from close collaboration with 
several aesthetic clinics, which provided access to customer 
records and supported the validation of segmentation models. 
This partnership enabled the research to address practical 
challenges within the industry and offer actionable 
recommendations to enhance customer loyalty management 
in aesthetic clinics. Exploring cross-cultural differences in 
customer behavior and preferences could provide valuable 
insights for businesses operating in diverse markets. 

These suggestions aim to deepen the understanding of 
customer loyalty and improve the practical utility of 
segmentation techniques, ultimately contributing to 
enhancing business performance and customer satisfaction. 
Such efforts would not only advance the field of customer 
segmentation but also offer valuable strategies for businesses 
seeking to optimize customer engagement and loyalty. 

 

 

Figure 6. RFAM Trends
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